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1  Overview
This chapter consists of four sections. It analyzes and evaluates conditions of the customer's live network. You can merge or delete some of the sections based on actual requirements.
1.1  Background
Introduce the project background.
[Example]
As the XXX core services rapidly develop and data volumes soar, the existing storage system is unable to address increasing requirements on performance, reliability, scalability, and efficiency. Therefore, the XXX's current IT system requires restructuring. 
1.2  Live Network Status
You are advised to provide a network topology in the description of live network structure. The topology indicates the quantity and types of existing devices.
[Example]
XXX (customer name) sets up more than 10 service systems such as customer relationship management (CRM) and Enterprise Resource Planning (ERP) on Windows, Linux, and UNIX operating systems, Oracle and SQL databases, and VMware and Hyper-V virtual machines (VMs). Data of some service systems is stored on low-performance storage devices. The storage system and efficiency of core service systems are far from satisfactory. This solution enables central data storage for core service systems. Huawei OceanStor 6800 V5mission critical storage systems (the OceanStor 6800 V5for short) store data for YYY service system of XXX, implementing disaster recovery (DR) for core service systems. 
1.3  Customer Requirements
Briefly describe requirements on design or products.
[Example]
XXX wants to build a storage system that:
· Provides 200 TB available capacity and can provide 500 TB available capacity after expansion in the future. 
· Delivers XXX million IOPS. 
· Provides remote DR capabilities, enabling data services to be rapidly recovered on the DR site and reducing the RPO to XXX seconds.
1.4  Construction Scale and Objectives
This section describes requirements of the new network.
[Example]
According to XXX's storage requirements, an analysis is made as follows: 
1. Multiple critical service systems are running at this site. A set of mission critical storage array is deployed in the data center, centrally storing data of all critical service systems.
2. The remote replication technology of the storage array implements remote DR for data of critical service systems.
2  Design Basis and Principles
This chapter briefly explains the design basis and principles of the solution. You can merge some of the sections based on actual requirements.
2.1  Solution Design Basis
Describe the solution design basis.
[Example]
This document designs the system solution based on the XXX Bidding Specifications.
2.2  Solution Design Principles
Describe the solution design principles.
[Example]
Based on customer requirements and characteristics of the XXX system, it is recommended that the storage system comply with the following rules:
Storage efficiency
· Provides thin provisioning that automatically allocates storage space for write requests, preventing low space utilization facing traditional disk allocation. Therefore, the purchase costs decrease.
· Supports intermixing of SSDs, SAS disks, and NL-SAS disks. The SSD high performance and NL-SAS disk large capacity are fully utilized. Hotspot data is automatically stored on SSDs and cold data is stored on NL-SAS disks, striking a balance between high performance and cost conservation.
· The storage system supports service quality control, enabling core services to obtain storage resources in a timely manner to meet their performance requirements. 
· Supports cache partitioning, providing sufficient cache resources to core services and preventing low-priority services from occupying excessive cache resources. 
· Supports heterogeneous storage virtualization that integrates existing storage systems. The function improves data efficiency of existing systems, simplifies storage management, and protects existing investments.
Security and reliability 
· Supports multiple controllers and satisfy service requirements for excellent performance and robust reliability.
· Adopts system components that are capable of working continuously for 24/7 hours under heavy loads. 
· Delivers sufficient redundancy and fault-tolerance capabilities.
· Employs advanced technologies and mechanisms to ensure data reliability.
· Has strong environments adaptability, undemanding on operating environments.
· Provides effective measures to secure login and access, protecting the network against attacks.
· Prevents data loss in the event of an unexpected power failure. After the power supply recovers, the storage system automatically starts and resumes connections.
Standards compliance 
· Complies with international standards, national standards, and norms of China communication industry. 
· Keeps in line with development trends of storage technologies and the IT industry. All used product models are mass produced. 
· Adopts cutting-edge technologies, making itself constantly up-to-date. 
· Presents an industry-leading processing capability and meets future upgrade requirements. 
Openness
· Supports international standard network storage protocols and open application protocols.
· Works compatibly with mainstream servers. 
· Supports mainstream operating systems, volume management software, and applications.
· Offers customized management and maintenance by being integrated with third-party management platforms. 
· Provides sufficient scalability for future expansion. 
· Supports disks made by mainstream vendors.
Easy maintenance
· Provides a multilingual user interface that is easy to use. 
· Supports management of permission, logs, and faults and automatic alarm reporting upon faults. 
· Simplifies device installation and usage, requiring no professional maintenance personnel.
· Supports on-demand and online system capacity expansion without interrupting services.
· Supports hitless upgrade of system functions.
· Implements web-based or centralized management.
Scalability
· Supports online controller expansion.
· Uses standard components for flexible replacement and capacity expansion.
· Complies with related rules and regulations.
Energy conservation
· Meets requirements on environmental protection and energy saving, such as low noise, low power consumption, and zero pollution. 
· Uses unleaded components.
· Employs energy-saving technologies.
· Passes environmental management certification, uses recyclable packaging materials, and supports reutilization.
2.3  System Design Solution
Explain the design solution in detail. You can combine or delete sections based on actual requirements.
[Example]
2.4  Topology
This section introduces the network topology.
[Sample is omitted.]
The following figure shows the storage network diagram.
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The configuration is described as follows:
· Centralized storage of all critical service data
· Support for Fibre Channel and IP networks
· Intermixing of SSD, SAS, and NL SAS disks
· Advanced disk spin-down technology
· Snapshot and remote data replication
· Thin provisioning, dynamic storage tiering (DST), and cache partitioning
2.5  Software and Hardware Configurations
This section describes the devices, interfaces, and software to be configured.
[Sample is omitted.]

	Site
	Device
	Model
	Quantity
	Remarks

	XXX central equipment room
	6800 V5 engine
	6800 V5: X controllers, XXX GB memory
6800 V5: X controllers, XXX GB memory
	X
	

	
	6800 V5 disk enclosure
	
	XX
	

	
	Multipathing software
	
	
	

	
	960 GB SSD disk
	
	
	

	
	DST software, cache partitioning software, and service quality control software
	
	
	


3  Features and Advantages
This chapter describes features and advantages of the solution.
3.1  Advantages
This section describes problems resolved in the design and benefits brought to customers. 
[Example]
The OceanStor 6800 V5is dedicated to setting a new benchmark for the mission critical enterprise storage field and providing the best data services for enterprises' mission-critical businesses. With the industry-leading SmartMatrix 2.0 system architecture, HyperMetro gateway-free active-active feature, flash-oriented convergence technology, next-generation hardware platform, and a full range of efficiency improvement and data protection software, the OceanStor 6800 V5delivers world-leading reliability, performance, and solutions that meet the storage needs of various applications such as large-scale database OLTP/OLAP and cloud computing. Applicable to sectors such as government, finance, telecommunications, energy, transportation, and manufacturing, the OceanStor 6800 V5is the best choice for mission-critical applications.
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The OceanStor 6800 V5:
· Provides XXX TB available capacity and can provide XXX TB available capacity after expansion in the future. 
· Delivers XXX million IOPS. 
· Employs HyperReplication for DR, reducing the RPO to 3 seconds.
3.2  Superb Stability
3.2.1  Industry-Leading SmartMatrix 2.0 System Architecture
1. 4-controller symmetric engine: Four controllers are innovatively integrated into the 6 U space of an engine and interconnected through a passive backplane. In addition, continuous cache mirroring and back-end disk controller interconnection techniques are incorporated, offering industry-leading 4-controller redundancy. The four controllers act as a hot backup for each other. Even if three controllers fail to work,service stability is protected to maximize continuity of mission-critical applications, preventing the single-point running status that can be seen in scenarios where traditional mission critical storage systems are upgraded or a controller is faulty.
2. Load balancing: Load balancing is implemented among controllers, thereby accelerating application access and eliminating performance bottlenecks. 
3. High-speed PCIe interconnects: PCIe 3.0 high-speed buses enable lossless data exchange between controllers and between engines. The data exchange bandwidth is up to 640 GB/s, providing users with low delay, high bandwidth, and excellent stability.
4. Scale-out smooth expansion: SmartMatrix 2.0 allows for smooth and linear expansion of system resources to a maximum of 16 controllers, 16 TB cache, and 9600 disk drives, addressing the ever-increasing data storage needs in the future and helping customers maximize ROI.
3.2.2  A Full Range of Reliability Technologies, Helping Customers Protect Business Continuity
1. Full hardware redundancy: All components and channels are redundant to prevent single points of failure. Fault detection, recovery, and isolation can be implemented for each component and channel independently, ensuring stable system running.

	Component redundancy
	Hardware components have backup counterparts for redundancy, including controllers, power supplies, fans, batteries, switching matrices, and links. Each engine adopts 1+1 power supply design to ensure reliability.

	Disk RAID protection
	Multiple RAID levels are available for disks, such as RAID 10, RAID 5, and RAID 6.

	Disk reconstruction
	If a disk is faulty, data on this disk is regenerated through reconstruction and then written onto other disks to recover the disk.
If a disk is replaced online, the storage pool balances service workload on all disks.

	Prevention of mistaken disk removal
	If a disk is reinserted within two minutes after being removed, the disk automatically restores services and continues providing services. Data written after the disk is removed is rewritten into the disk by the system according to system logs. If the disk is reinserted longer than two minutes after being removed, the system automatically rewrites data into the disk according to system logs, reducing reconstruction workload to speed up restoration.

	Online FRU replacement
	Front-end interface modules, back-end interface modules, management modules, controllers, fans, power modules, and batteries of engines are all hot-swappable.

	Power failure protection
	If the power supply fails, batteries supply power and dirty data in cache is written onto coffer disks. Permanent power failure protection is implemented.

	DIF verification
	End-to-end data integrity field (DIF) verification is implemented throughout I/O paths from hosts, to storage arrays, and to disks.


Redundant component design minimizes the impact on services in the event of component faults. All redundant components can be replaced online, including controllers, power supplies, fans, batteries, interface modules, PCIe switches, and disks.
	Location
	Component
	Redundancy
	Fault Impact

	Bay
	PDU
	1+1
	No impact

	Engine
	Controller
	1+3
	Performance deteriorates accordingly.

	
	Power module
	2+2
	No impact

	
	Fan module
	5+1
	No impact

	
	BBU module
	3+1
	No impact

	
	Interface module
	1+1
	No impact

	Switch
	PCIe switch
	1+1
	No impact

	2 U disk enclosure
	Expansion module
	1+1
	No impact

	
	Power module
	1+1
	No impact

	
	Fan module
	1+1
	No impact

	4 U disk enclosure
	Expansion module
	1+1
	No impact

	
	Power module
	2+2
	No impact

	
	Fan module
	5+1
	No impact


2. Unique rapid data restoration technology: Innovative block-level virtualization is employed to reduce the per-TB data reconstruction time from 10 hours to 30 minutes. Compared with traditional mission critical storage systems, the OceanStor 6800 V5 reduces by 95% the data damage risk caused by disk failures.
3. PI+DIX end-to-end data protection: Based on PI and DIX, the OceanStor 6800 V5 provides solutions to protect data integrity all the way from application systems to HBAs, storage systems, and disks. Such end-to-end data integrity protection solutions prevent damage to data, further protecting services.
4. A full range of data protection software: The Hyper series data protection software suite includes snapshot, clone, integrated backup, remote replication, and active-active storage array working mode, addressing intra-system, local, remote, and multi-region data protection requirements.
5. Advanced active-active solution: HyperMetro implements active-active mirroring with load balancing and cross-site takeover without service interruption, preventing data loss and system breakdown from occurring in critical application systems. The gateway-free design can effectively reduce the purchase cost, simplify the deployment, and enable the active-active solution to be smoothly upgraded to the DR Data Center Solution (Geo-Redundant Mode).
3.3  Excellent Performance
3.3.1  Industry-Leading Storage Hardware
The OceanStor 6800 V5 uses next-generation Intel multi-core processors and provides up to 384 host ports. With the next-generation PCIe 3.0 buses and 12 Gbit/s SAS 3.0 high-speed disk ports, the OceanStor 6800 V5 is able to provide a maximum of 640 GB/s system bandwidth, ensuring concurrent access to core databases at a low latency. The OceanStor 6800 V5supports high-speed enterprise-level SSDs. A single storage system can be equipped with a maximum of 8 TB cache and 3200 disk drives, providing up to 32 PB of capacity as well as industry-leading performance and specifications.
3.3.2  Multi-Controller Multi-Core Processor Group and SmartMatrix 2.0
The solution adopts multi-controller multi-core processor groups to deliver a more robust processing capability. At the same time, SmartMatrix 2.0 enables each controller to access the caches of other controllers and select the best path to deliver I/O requests using the UltraPath software. In doing so, the system can reach its optimum performance.
The LUN balancing technology evenly allocates LUN space to the controllers. Services on a LUN can utilize the cache and disk resources of multiple controllers, balancing service workload on each controller. 
When multiple paths are available from a host to a LUN, Huawei's multipathing software UltraPath preferably selects the path of the LUN's owning controller. If no optimum path is available, the system automatically finds the corresponding controller of the LUN service after I/O requests are delivered to the storage array. Then SmartMatrix 2.0 transfers the I/O requests to the corresponding controller.
3.3.3  High-Speed Bus and I/O Channel
The next-generation PCIe 3.0 bus technology, SAS 3.0 high-speed I/O channel technology, and optimized multi-controller switching technology lay a solid foundation for performance improvement of the OceanStor 6800 V5.
3.3.4  Flash-oriented System Architecture Design
The OceanStor 6800 V5 employs the flash-oriented system architecture. Based on the Flash technology, CPU scheduling, cache, RAID, and interworking between the OceanStor OS and disk drives are specially designed to suit flash memory. The OceanStor 6800 V5 can intelligently sense HDDs and SSDs, automatically distinguish between media types, and dynamically select the optimal algorithms to provide 1 ms of stable I/O response time in the event of massive service access requests, thereby ensuring the optimal performance of critical applications. (In the mission critical storage industry, the average I/O response time is about 5 to 10 ms).
3.3.5  Flexible Expansion
1. The OceanStor 6800 V5 in standard configuration has one system bay and can provide four system bays after expansion. 
2. The OceanStor 6800 V5 supports 3200 disks and 128 disk enclosures. 
3. Disk enclosures can be expanded in a bay and disks can be expanded in a disk enclosure. 
4. Storage pools, thick LUNs, and thin LUNs are all expandable online. Cache is embedded in each controller and can be replaced or expanded online. 
3.4  Storage Efficiency Technologies
3.4.1  SmartThin
SmartThin (thin provisioning) integrated in the OceanStor 6800 V5 uses the copy-on-write (COW) technology to allocate storage space at KB level (from 8 KB to larger). This technology promotes space utilization and makes storage space visible to service systems larger than the actual storage space. SmartThin supports standard space reclamation ports for VxFS reclaim, VMware VAAI, and Windows 2012 TP platforms. Combined with host agent software, these ports implement space reclamation for these platforms, further boosting storage space utilization. Also, SmartThin supports switchover of fat LUNs and thin LUNs.
3.4.2  SmartTier
With implementation of large-scale centralized data storage, customers are facing new challenges such as increasing complexity in centralized data management, poor efficiency, and rising management costs. SmartTier automatically calculates the I/O popularity statistics at different periods of time to discover data's potential value and facilitate proper data allocation. Data of higher values is automatically stored on advanced storage media, and data of low values are migrated to more economical storage media. The migration process is transparent to services. 
With data granularity statistics and automatic migration, SmartTier enables data to be distributed to the most suitable storage tier. SSD, SAS, and NL-SAS storage tiers are available. Based on application characteristics, customers can specify the data size (256 KB to 64 MB) for migration, statistical period (by hour or by day), migration mode (automatic or manual), migration period, and migration speed. By improving the storage performance of hotspot data, SmartTier makes better use of high-performance disks. The statistical period has a major impact on the analysis of cold and hot data. Therefore, a statistical period must be properly set so that the actual data access frequency can be obtained. When used with host agent software, SmartTier can accelerate the access speeds of specified data.
3.4.3  SmartPartition
SmartPartition partitions caches for each service system, preventing malicious competition for cache resources. The competition among service systems for cache resources is also avoided, ensuring sufficient resources and high write/read performance for core services.
The following figure shows the architecture:

[image: image6.emf]Physical cache

Default cache

Cache partition 64

Cache partition 2 Cache partition 3 Cache partition 1

Maximum value

Expected value

Minimum value


Each engine supports a maximum of eight cache partitions, and the OceanStor 6800 supports up to 64 cache partitions. Cache resources can be partitioned based on expected cache sizes of each service. However, each partition size cannot exceed the maximum partition size. 
Comply with the following principles when partitioning cache resources:
· The sum of maximum sizes of cache partitions is larger than the physical cache size.
· The sum of expected sizes of cache partitions is less than or equal to the physical cache size.
· Expected cache sizes are guaranteed first.
· Cache partitions can be created on one or more LUNs.
· The default cache is used by LUNs on which no cache partitions are created.
3.4.4  SmartQoS
The service quality control software SmartQoS provided by the OceanStor 6800 V5 manages CPU and memory resources. Users can assign a different resource priority (LUN-specific) for each service. Access requests with a higher priority are responded first, boosting the performance (including IOPS, bandwidth, and latency) of high-priority services. Users can use SmartQoS together with host agent software to set a priority for specified data to increase the access speed. In addition, input/output operations per second (IOPS) or throughput goals of specified LUNs can be set to ensure the high performance of critical services. A gap (within 10%) may occur between desired performance and actual performance. Therefore, users can raise goals to minimize the gap impact. 
SmartQoS applies to scenarios where multiple types of services are carried. 
3.4.5  SmartVirtualization
SmartVirtualization simplifies storage system management, improves resource usage, and maximizes customers' return on invest (ROI) by consolidating resources on heterogeneous storage arrays and providing unified storage to application servers.
SmartVirtualization can integrate storage arrays of Huawei (OceanStor T series), EMC, IBM, and other mainstream storage vendors.
When used with SmartMotion, the software enables data migration among storage arrays. SmartVirtualization integrates heterogeneous storage arrays to deliver unified storage to servers. When providing services to hosts, the system is able to migrate data from heterogeneous storage arrays to the OceanStor 6800 V5. After the migration is complete, the heterogeneous storage arrays are removable. 
3.4.6  SmartMotion
The SmartMotion technology adjusts data distribution among disks of the same tier to balance data storage on each disk. This prevents any disk from becoming a hotspot disk, promotes disk utilization, and enhances overall disk reliability (non-hotspot disks have higher reliability than hotspot disks).
To dynamically meet service requirements, SmartMotion can adjust data distribution of specified LUNs, preventing risky operations performed during service changes. 
In addition, SmartMotion enables horizontal data flow among disks of the same tier. Therefore, data can be migrated to other disks of a different quantity or RAID level. This enables on-demand data migration within a storage array, which is more advanced and intelligent than traditional data migration technologies. 
3.4.7  SmartDedupe and SmartCompression
SmartDedupe and SmartCompression (online deduplication and compression functions) of the OceanStor 6800 V5 deduplicate and compress data. As one of the data storage efficiency improvement methods, SmartDedupe has extended from the backup media area to the main storage area. It plays an especially important role for tiered storage with an SSD tier and all-flash-memory arrays, saving space while reducing the TCO of the enterprise IT architecture. 
SSDs are employed to accelerate deduplication metadata, boosting storage deduplication performance. 
3.4.8  SmartMigration
The OceanStor 6800 V5 employs SmartMigration to provide intelligent data migration. Services on a source LUN can be completely migrated to the target LUN without interrupting ongoing services. In addition to service migration within a storage system, LUN migration also supports service migration between a Huawei storage system and a compatible third-party storage system.
SmartMigration achieves full replication of source LUN data to the target LUN. After the replication is complete, the target LUN takes over all services from the source LUN and replaces the source LUN.
SmartMigration applies to:
· Storage system upgrade by working with SmartVirtualization
SmartMigration works with SmartVirtualization to migrate data from legacy storage systems (storage systems from Huawei or other vendors) to new Huawei storage systems to improve service performance and data reliability.
· Service performance adjustment
SmartMigration can be used to improve or reduce service performance. It can migrate services either between two LUNs that have different performances within a storage system or between two storage systems that have different configurations.
1. Service migration within a storage system
When the performance of a LUN that is carrying services is unsatisfactory, you can migrate the services to another LUN that provides higher performance to boost service performance. For example, if a user requires quick read/write capabilities, the user can migrate services from a LUN created on low-speed storage media to a LUN created on high-speed storage media. Conversely, if the priority of a type of services decreases, you can migrate the services to a low-performance LUN to release the high-performance LUN resources for other high-priority services to improve storage system serviceability.
2. Service migration between storage systems
When the performance of an existing storage system fails to meet service requirements, you can migrate services to a storage system that provides higher performance. Conversely, if services on an existing storage system do not need high storage performance, you can migrate those services to a low-performance storage system. For example, cold data can be migrated to entry-level storage systems without interrupting host services to reduce operating expense (OPEX).
· Service reliability adjustment
SmartMigration can be used to adjust service reliability of a storage system.
1. To enhance the reliability of services on a LUN with a low-reliability RAID level, you can migrate the services to a LUN with a high-reliability RAID level. If services do not need high reliability, you can migrate them to a low-reliability LUN.
2. Storage media offer different reliabilities even when configured with the same RAID level. For example, when the same RAID level is configured, SAS disks provide higher reliability than NL-SAS disks and are more often used to carry important services.
· LUN type adjustment to meet changing service requirements
Conversion between thin LUNs and thick LUNs can be implemented flexibly without interrupting host services.
3.4.9  SmartMulti-Tenant
SmartMulti-Tenant is a multi-tenancy feature implemented based on manager approach isolation. It assigns the management and monitoring work of some resources to tenants, thereby lowering the resource management cost. 
SmartMulti-Tenant is designed to achieve the following purposes:
· Tenant data separation: Resource data of tenants is managed based on rights and domains. 
· Tenant permission separation: Tenant administrators can only manage and view data in their own domains. 
· Service function permission range: The service management functions enabled for tenants are efficiently restricted. 
Simply put, resource data of tenants is efficiently separated based on rights and domains. The management and monitoring work of some resources is assigned to tenants to make tenants to manage resources in their own domains. In this way, the resource management efficiency is improved, and storage administrators are freed from complex resource management work. 
The following figure shows the relationship between a storage administrator and tenant administrators in terms of the manager approach.
Figure 3-1 Relationship between a storage administrator and tenant administrators
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A storage administrator manages all resources in a storage array and all tenants, whereas a tenant administrator can only manage resources in its domain.
When massive storage resources need to be managed, storage administrators desperately handle a variety of tenant management requirements, increasing the workload and problems caused by misoperations. If some management functions are offloaded to tenants, the workload of the storage administrator will be lightened and the management cost is reduced. The rights- and domain-based feature and resource management feature help improve the management capability of multiple tenants. 
3.4.10  VMware VAAI Integration
As server virtualization technology constantly develops, an increasing number of customers prefer VMs to traditional servers when deploying service systems. VMs notably decrease the initial investment costs and facilitate subsequent service system integration, service data migration, and backup. Among server virtualization vendors, VMware stands out to be the leader. Statistics shows that VMware occupies over 60% of the virtualization market share, and the figure keeps rising. 
However, VMs also have their flip side: most I/O operations on a VM are completed by software. This requires massive CPU, memory, and network bandwidth resources. The widespread application of VMs makes this demerit increasingly pronounced. To resolve this problem, VMware proposed the idea of hardware acceleration, in which storage arrays with certified interoperability utilize a special plug-in called VMware vStorage APIs for Array Integration (VAAI) to complete operations that used to be performed by the VM. In doing so, the overall system performance increases remarkably. 
The integration of the storage array and VMware delivers the following functions:
· Block zeroing: The most common operation on a VM is virtual disk zeroing. This operation consumes abundant shared resources on the VM such as CPU and direct memory access (DMA) resources. By interworking with VMware, the OceanStor 6800 V5takes over block zeroing from VMs. With powerful CPUs, the OceanStor 6800 V5can swiftly zero out blocks. This interworking function minimizes the I/Os between the OceanStor 6800 V5and the ESX Server by over 10 times. In addition, it quickens virtual disk initialization, uplifting the overall performance of service systems. 
· Full copy: When a VM migrates and clones virtual disks, it copies large amounts of file blocks. If the file block size reaches several GB, the replication may take hours to complete. The lengthy process consumes abundant server resources and occupies bandwidth for a long time. As a result, the overall system performance deteriorates. By interworking with VMware, the OceanStor 6800 V5takes over block replication operations from VMs. With replication being optimized by the hardware system, the replication operations that used to take hours are completed in seconds. Moreover, the interworking mode reduces ESX Server CPU pressure, enabling VM resources to focus on software services of application servers. This function minimizes I/Os between the OceanStor 6800 V5and the ESX Server by over 10 times. In addition, it speeds up operations such as Storage vMotion, and simplifies VM deployment. 
· Hardware assisted locking: To ensure data consistency on VMs in a cluster, locking mechanisms are implemented to properly allocate resources in concurrent accesses. A traditional way is to lock an entire LUN when it is accessed by an ESX Server so that other ESX Servers are stopped from writing I/Os to the LUN. This greatly compromises write performance. In addition, a series of commands need to be executed to obtain and release the lock when the LUN is being locked. This increases I/O latency. By interworking with VMware, the OceanStor 6800 V5locks blocks in a LUN rather than complete LUNs when multiple VMs are writing I/Os to the LUN. This ensures faster concurrent write, shorter write latency, and higher VM density. These improvements further boost the overall system performance. 
· Space reclamation of thin LUNs
3.4.11  RAID 2.0+
The OceanStor 6800 V5 adopts the RAID 2.0+ technology that divides disks into MB-level blocks or chunks. Disk resources on the OceanStor 6800 V5are managed in chunks. Different from traditional RAID groups that have fixed member disks, the OceanStor 6800 V5automatically chooses chunks from multiple disks to form chunk groups (CKGs) using the RAID algorithm. These CKGs are further divided to data extents of a fixed size. These extents can be allocated to data volumes.
Figure 3-2 RAID 2.0+ block-level virtualization
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Compared with traditional RAID technologies, RAID 2.0+ block-level virtualization has the following advantages:
· A RAID group consists of multiple chunks from several physical disks. Once a disk fails, other disks participate in the data construction of the failed disk. Compared with traditional construction means, more disks are involved and the reconstruction speed can reach up to 1 TB per half an hour. 
· Automatic workload balancing on disks: Data on volumes are evenly distributed in all disks of the disk array, preventing disk overload and enhancing reliability. Multiple disks perform reads and writes for services, accelerating data access and improving system performance.
· Maximized disk utilization: (1) Performance — In a RAID 2.0 environment, LUNs are created using storage space of a storage pool, and are not restricted by the number of member disks in RAID groups. Therefore, individual LUN's performance is considerably promoted. (2) Capacity — As the disk quantity of a storage pool is not restricted by the RAID level, uneven RAID group utilization commonly seen in traditional RAID groups is prevented. LUNs can be dynamically expanded to improve disk utilization.  
· Higher management efficiency: Storage planning consumes little time, as it consists of only three steps: integrating disks into a storage pool, setting storage tiers, and allocating storage space (volumes) from the storage pool. Customers can expand the storage pool by inserting new disks and then the system automatically adjusts data distribution to store data evenly on all disks. Also, customers can expand volume capacity by inputting desired volume sizes and then system automatically allocates needed storage space from the storage pool. After the volumes are expanded, the system adjusts data distribution on the volumes to balance volume data on all disks.
3.5  Data Replication Technologies
3.5.1  HyperSnap
HyperSnap of the OceanStor 6800 V5can quickly generate a consistent virtual copy for a source volume at a point in time without interrupting services running on the source volume. 
This technology supports customizable snapshot policies, snapshot rollback, and consistency groups. Also, multiple copies of a source LUN can be generated at different points in time. The following table describes snapshot specifications of the OceanStor 6800 V5.
	Item
	6800 V5

	Maximum number of snapshots for a source LUN
	1024

	Maximum number of concurrent source LUNs
	16,384

	Maximum number of snapshots
	32,768

	Space available to snapshots
	Not restricted


3.5.2  HyperClone
HyperClone generates a complete physical copy of a source LUN at a point in time. The cloning process does not interrupt services. If the clone is split, writes and reads on the physical copy have no impact on the source LUN data.
Technical advantages:
· 1-to-8 mode: A primary LUN corresponds to up to eight LUNs. The secondary LUNs can apply to data analysis in different scenarios.
· Zero backup window: When a clone is used to back up services, users do not need to suspend services. The backup window is zero.
· Dynamic adjustment of LUN copy speed 
· Reverse synchronization
· Automatic task recovery after disconnection: The synchronization mode becomes incremental after disconnection, largely reducing the time for recovery in the event of a fault or disaster.
· Clone consistency group: When a clone is being split, data on primary LUNs of a consistency group is frozen and consistent copies of these LUNs are generated at the point in time when the splitting takes place.
Application scenarios:
· Data backup analysis: Multiple physical copies of a primary volume are generated, allowing users to run multiple types of services simultaneously. 
· Data recovery and protection: If primary LUN data is infected with a virus or corrupted, a data copy at a proper point in time can be reversely copied to the primary LUN. Then, the primary LUN is restored to the state when the data copy was created.
3.5.3  HyperCopy
HyperCopy generates LUN copies within or among storage arrays. It can generate incremental LUN copies and full LUN copies. In incremental LUN copy mode, initial synchronization of the source and target LUNs are required. Then, each time when an incremental LUN copy is created, it copies only updated data of the source LUN upon last synchronization to the target LUN. That is, only data created between the last point in time and this point in time is copied.
Technical advantages:
· Incremental LUN copy mode supports zero backup window and dynamic adjustment of copy speed.
· Incremental LUN copy adopts a snapshot technology. The data copy can be created online without interrupting services. Independent from applications and operating systems, it has no impact on servers or service networks, either.
Application scenarios:
· Data backup analysis: A primary volume can generate multiple data copies. After the copy process is finished, users can access the data copies.
· Data recovery and protection: If a primary LUN is invaded by a virus or corrupted, a data copy at a suitable point in time can be used to recover the primary LUN.
3.5.4  HyperReplication/S
HyperReplication/S (synchronous data replication) generates mirrors of primary LUNs and secondary LUNs across storage arrays. First, a primary LUN at an active site and a secondary LUN at a remote site establish synchronous remote replication relationship and complete initial synchronization. Then, if the primary LUN receives write requests from a production host, data is written simultaneously onto the primary and secondary LUNs. After the writes are finished, the primary LUN returns a message to the host indicating write completion.
Technical advantages:
· Zero data loss: Data on the secondary is constantly updated to keep consistent with primary LUN, achieving an RPO of 0.
· Split mode: When primary and secondary LUNs split up, the write requests of the production host to the primary LUN are written into the secondary LUN. This meets some special scenarios such as temporary link maintenance, network bandwidth expansion, and storing data onto the primary LUN at a point in time.
· Switchover of primary and secondary LUNs: Users can switch over primary and secondary LUNs.
· Primary LUN reads and writes
· Consistency group: Consistency groups can be created to keep data consistency among multiple LUNs at the replication point in time.
The following table describes the HyperReplication/S specifications of the OceanStor 6800 V5.
	HyperReplication/S Specifications
	6800 V5

	Maximum number of synchronous remote replication pairs
	65,536

	Maximum number of connected remote disk arrays
	64


3.5.5  HyperReplication/A
Similar to Hyper Replication/S, HyperReplication/A requires initial synchronization of a primary LUN at an active site and a secondary LUN at a remote site after their asynchronous replication relationship is created. After the initial synchronization, replication is implemented with internal snapshots in the preset synchronization period. 
Technical advantages:
· Data compression and encryption during remote replication
· No impact of remote replication links on services at the production site
· Split mirror, switchover of primary and secondary LUNs, and rapid fault recovery
· Consistency group
Consistency group functions are available, such as creating and deleting consistency groups, creating and deleting member LUNs, splitting LUNs, synchronization, primary/secondary switchover, and forcible primary/secondary switchover. 
The following table describes the HyperReplication/A specifications of the OceanStor 6800 V5.

	HyperReplication/A Specifications
	6800 V5

	Maximum number of asynchronous remote replication pairs
	65,536

	Maximum number of connected remote disk arrays
	64


The link data compression technology enables the OceanStor 6800 V5 at the primary site (primary array) and the DR site (DR array) to check for each other's compression/decompression capability before a remote replication or remote LUN copy. If both storage arrays support compression/decompression, the primary array compresses data in its compression module, and then the iSCSI initiator transfers the compressed data to the DR array. The DR array receives the data and decompresses it in its decompression module, and then stores the decompressed data onto a specific location. Therefore, link data compression speeds up data transfer and beefs up remote data transfer capability. 
3.6  Standards Compliance
The OceanStor 6800 V5complies with the following standards:
Table 3-1 Standards with which the OceanStor 6800 V5complies
	Name
	Standard No.

	Fibre Channel
	· FC-PH: ANSI X3.230
· FC-PH2: ANSI X3.297
· SCSI-FCP: ANSI X.269
· FC-AL: ANSI X.272
· FC-AL-2: ANSI NCITS332-1999
· FC-SW: ANSI NCITS321
· FC-SW-2: ANSI NCITS 355-2001
· FC-GS: ANSI X.288 (for Fibre Channel switches)
· FC-GS2: ANSI NCITS 288 (for Fibre Channel switches)

	SCSI 3
	· SAM-2: ANSI INCITS 366-2003
· SPC-2: ANSI INCITS 351-2001
· SBC: ANSI INCITS 306-1998

	SNMP Trap
	RFC2578 (SNMP v2)

	Ethernet
	IEEE 802.3

	Fast Ethernet
	IEEE 802.3u

	Gigabit Ethernet
	IEEE 802.3z

	IEEE standard test port and boundary-scan architecture
	IEEE 1149.1-2001

	Failure mode and effects analysis (FMEA)
	IEC 812

	Reliability, maintainability, and availability standards
	IEC 863

	North America safety standard
	UL 1950

	North America safety standard
	UL 60950

	European safety standards
	LVD 73/23/EEC

	European safety standard
	EN 60950

	US EMC standards
	47 CFR Part 15, Subpart B

	European EMC standards
	EMC Directive 89/336/EEC

	European EMC standard
	EN 55022

	European EMC standard
	EN 55024

	ETSI standard (environment)
	ETS 300 019

	ETSI standard (power supply)
	ETS 300 132

	ETSI standard (noise)
	ETS 300 753

	ETSI standard (environment)
	ETS 300 119

	ETSI standard (grounding)
	ETS 300 253

	ITUT standard (grounding)
	ITUT K.27

	Environment protection
	ECMA TR/70

	Reliability
	GR-929, Telcordia SR-332


The OceanStor 6800 is compatible with hosts and HBAs that comply with the standards in the table.
3.7  Outstanding Compatibility
3.7.1  Compatibility with Operating Systems
The OceanStor 6800 V5 supports servers running the following operating systems:
· Windows: Windows Server 2000, Windows 2000 Advanced Server, Windows Server 2003 Standard Edition, Windows Server 2003 Enterprise Edition, and Windows Server 2003 Enterprise X64 Edition
· Linux: SUSE Linux Enterprise Server 9 for X86, SUSE Linux Enterprise Server 9 for X86_64, SUSE Linux Enterprise Server 10 for X86, SUSE Linux Enterprise Server 10 for X86_64, Redhat Enterprise Linux AS release 4 for X86, RedHat Enterprise Linux AS release 4 for X86_64, RedHat Enterprise Linux AS release 5 for X86, RedHat Enterprise Linux AS release 5 for X86_64, Red Flag Linux Asianux 2.0 X86(DC 5.0 SP2), and RedFlag Asianux Server 3 (Quartet)_X64
· Unix: AIX 5.3, AIX 6.1, HP UX 11i, Solaris9 for SPARC, and Solaris10 for SPARC
3.7.2  Compatibility with Storage Products
· Servers: Dell PE1850, Dell PE1950, Dell PE2600, Dell PE2950, Dell PE2970, Dell P530, HP DL145G3, HP DL320G5, HP DL380G5, HP DL380G4, HP DL580G5, HP 6676, IBM X255, IBM X3655, IBM 3650T, IBM P5 520, IBM P650, IBM P6 570, IBM P6 550, SUN T2000, SUN U25, SUN X4100, SUN V245, and SUN 5240
· Switches: Brocade 3850, Brocade 240E, Brocade 4140, and Brocade 5000
· HBAs: Qlogic QLA4010C, Qlogic QLA4050C, LSI FC919, Qlogic QLA2342, Brocade 425, Qlogic QLA2460, Emulex LPe11002, LSI LSI7104XP, Qlogic QLE2462, Emulex LP9802, and HP AE311A
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