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1  Introduction
Analyze and evaluate conditions of the customer's live network. You can merge or delete some of the sections based on actual requirements.
1.1  Background

[Example]
Introduce the background of the customer. 
XXX (Company name), as the top XX company, is well recognized with its excellent quality, good services, and outstanding capabilities in the industry. 

Introduce the project background.
With the development of xxx service, the data amount increases continuously. XXX currently has xx IT application systems and xx TB of data, and the number of application systems and the amount of data keep increasing rapidly. The IT system architecture is becoming more complex and the existing IT system cannot well support the service development. The customer is in urgent need of improving system efficiency in terms of reliability, capacity, operation and maintenance.

In the existing IT system, data of application systems is stored on local disks of servers and on old disk arrays of different models. Such an IT system cannot meet the service requirements from various aspects including performance, capacity, reliability, maintenance operability, and management simplicity. Therefore, a centralized storage system that can deliver high performance, large capacity, flexible scalability, robust reliability, easy management, dynamic optimization, and automatic resource management is required. Centralized storage enables data share, smashes the bottleneck of local capacity expansion, dramatically improves service system performance, and ensures service data security. 

1.2  Live Network Status

You are advised to provide a network topology when describing the live network structure. Describe the numbers and types of existing devices on the network. 
[Example]
XXX needs to build more than ten major service systems, including CRM and ERP. Operating systems involved are Windows, Linux, and UNIX. Databases involved are Oracle and SQL. Currently, the data of some service systems is stored on the local disks of servers and the old disk arrays of different models. 

To meet increasingly more and complex requirements of business departments of the IT system, we must improve data storage in the following aspects:
· Great increase in storage capacity and performance to meet service development requirements

· Online configuration and adjustment of storage systems to reduce the impact on services due to service system adjustment (of space and performance) and new system launch

· Rational space and performance planning to balance data surges and one-time capital investment, avoiding budget overruns and unnecessary investments

· Priority-based I/O response to ensure quick response to critical services

· SAN and NAS data storage to meet storage requirements of different services

This Proposal advises the customer to use flash storage and store all service systems in OceanStor 5300F V5/5500F V5/5600F V5/5800F V5. In addition, active-active data protection is provided for critical service systems, and same-city disaster recovery (DR) and remote DR solutions are provided. 
1.3  Scale and Objectives

Describe requirements for the new network.
[Example]
XXX's storage requirements are as follows: 

· Use network storage and deploy one set of disk array in the XX data center to store data of all service systems. By doing so, data of multiple services are centrally stored, ensuring good performance, high reliability, and flexible scalability. The overall planning, management, and maintenance are simplified. 

· Back up data of critical service systems in D2D mode.

· Support the thin provisioning technology to allocate space to service systems on demand. The thin provisioning can help adapt to changes of service requirements, avoid excessive initial investment, and improve storage resource utilization.

· Support on-demand storage capacity expansion and data re-distribution among disks to balance access I/Os and improve system performance.

· Support the Quality of Service (QoS) to prevent I/Os of different service systems from interfering with each other and ensure quick response and the service quality of critical service systems such as the ERP and CRM.

· Introduce cache partitioning to prioritize critical services. Maximize the partition utilization based on concurrent host requests in the system to differentiate between critical and non-critical services.

· Provide convenient data backup and disaster recovery to enhance data security.

2  Design Basis and Principles
Briefly explain the design basis and principles of the solution. You can combine some of the sections based on actual requirements.
2.1  Design Basis

Describe the design basis.
[Example]
The XXX Bidding Specifications is used as the design basis. 

2.2  Design Principles

Describe the design principles.
[Example]
This solution must be advanced, scalable, reliable, available, mature, and manageable.

Considering the customer requirements and the XXXX system's application characteristics, we recommended that the storage system comply with the following rules:

· Secure and reliable
· Supports active-active or multiple controllers to provide high reliability.
· Uses components that are capable of working continuously for 24/7 hours under heavy loads.

· Has sufficient redundancy and fault-tolerance capabilities.

· Employs advanced technologies and mechanisms to protect data. 

· Is able to work under various operating environments.

· Provides secure login and access methods, protecting the system against attacks. 

· Prevents data loss in the event of an unexpected power failure. After the power supply recovers, the storage system automatically restarts and resumes connections.

· Advanced
· Complies with international standards, national standards of China, and telecommunications specifications of China.

· Keeps in line with development trends of storage technologies and the IT industry. All product models used are mass produced.

· Adopts cutting-edge technologies.
· Provides industry-leading processing capabilities and allows future upgrades. 

· Supports latest storage technologies including thin provisioning, service quality control, cache partitioning, multi-tenant, data destruction, LUN migration, snapshot, clone, remote replication, inline deduplication, inline compression, heterogeneous virtualization, and active-active deployment. 

· Open 
· Supports international standard network storage protocols and application open protocols.

· Is compatible with mainstream servers.

· Is compatible with mainstream operating systems, volume management software, and applications. 

· Provides customized management and maintenance through integration with third-party management platforms.

· Is scalable for future expansion.

· Supports SSDs from mainstream vendors.

· Easy to maintain
· Provides a multilingual user interface that is easy to use.

· Supports permission, log, and fault management, and reports alarms automatically upon faults.

· Simplifies device installation and use, requiring no professional maintenance personnel.

· Supports on-demand and online system capacity expansion without interrupting services.

· Supports hitless upgrade of system functions.

· Implements web-based or centralized management.

· Scalable
· Supports easy expansion. New space can be easily added to existing space.

· Uses standardized components, facilitating replacement and capacity expansion.

· The design complies with related rules and regulations.

· Cost-effective
· Provides the optimal price-performance ratio, compared with counterparts under the same conditions.

· Green
· Meets requirements for environmental protection and energy saving, such as low noise, low power consumption, and zero pollution. 

· Uses lead-free components.

· Employs energy-saving technologies.

· Possesses environment management certificates and uses recyclable packaging materials.

3  Solution Design
Describe the solution design in detail. You can combine or delete sections based on actual requirements.
[Example]
3.1  Topology

Introduce the network topology.
[Example omitted]
The following figure shows the network topology.

Figure 3-1 XXX centralized storage topology
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The configuration is described as follows:

· Centralized storage of all service data, with support for converged SAN and NAS storage

· Mixed use of Fibre Channel and IP networks

· Support for 16 Gbit/s Fibre Channel front-end interface cards and 12 Gbit/s SAS back-end high-speed disk ports

· Advanced SSD spin-down technology

· Disk virtualization technology based on RAID 2.0+

· Support for data protection functions such as snapshot, replication, remote mirroring, and active-active arrays

· Support for advanced management features such as inline deduplication, inline compression, thin provisioning, quality of service, cache partitioning, multi-tenant, data destruction, LUN migration, and heterogeneous virtualization. 

3.2  Software and Hardware Configurations

Provide the number of devices to be configured and describe the interfaces and software. 
[Example omitted]
	Location
	Device Name
	Specifications
	Quantity
	Remarks

	XX equipment room
	5300F V5/5500F V5/5600F V5/5800F V5 controller enclosure
	Dual controllers or multiple controllers (4/6/8) with XXX GB of memory
	1
	

	
	5300F V5/5500F V5/5600F V5/5800F V5 disk enclosure
	2 U, AC\240 V high-voltage DC, 2.5-inch, 25 disk slots
	X
	

	
	960 GB SDD
	
	X
	

	
	1.92 TB SSD
	
	X
	

	
	3.84 TB SSD
	
	X
	

	
	Multipathing software
	UltraPath
	1
	

	
	NAS storage function software
	Includes SmartQuota, NFS, CIFS, and NDMP. 
	X
	

	
	Intelligent automatic thin provisioning software
	SmartThin
	1
	

	
	Intelligent data moving software
	SmartMotion
	1
	

	
	Intelligent service quality control software
	SmartQoS
	X
	

	
	Intelligent cache partitioning
	SmartPartition
	X
	

	
	Intelligent multi-tenant
	SmartMulti-tenant
	1
	

	
	Intelligent heterogeneous virtualization
	SmartVirtualization
	X
	

	
	Intelligent data destruction
	SmartErase
	1
	

	
	Intelligent LUN migration
	SmartMigration
	1
	

	
	Intelligent data deduplication
	SmartDedupe
	X
	

	
	Intelligent data compression
	SmartCompression
	X
	

	
	Snapshot
	HyperSnap
	X
	

	
	Clone
	HyperClone
	X
	

	
	Active-active arrays
	HyperMetro
	X
	

	
	Remote replication
	HyperReplication
	X
	

	
	
	
	
	


4  Solution Highlights
Introduce general information and advantages of the solution. 
The following figure shows the position and usage of the storage system in a SAN-NAS integrated network.
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4.1  Hardware Architecture

The storage system uses a superior hardware structure and a block-file integrated software architecture. It introduces various advanced data application and data protection technologies to provide good performance, flexible scalability, high reliability, and high availability required by XXX. 

4.1.1  Hardware Components
Hardware is the basis of data storage. An OceanStor 5300F V5/5500F V5/5600F V5/5800F V5/6800F V5 storage system consists of controller and disk enclosures, providing an intelligent storage platform with robust reliability, high performance, and large capacity. 

4.1.2  2 U Controller Enclosure (Applicable to OceanStor 5300F V5/5500F V5)
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The controller enclosure adopts a modular design and consists of a system subrack, controllers, power-BBU modules, management modules, and interface modules.
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4.1.3  3 U Controller Enclosure (Applicable to OceanStor 5600F V5/5800F V5)
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The controller enclosure adopts a modular design and consists of a system subrack, controllers, power-BBU modules, management modules, and interface modules.
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4.1.4  Interface Modules
Interface modules interconnect storage devices and application servers.

GE electrical interface module: A GE electrical interface module has four electrical ports and each of the ports provides a transmission rate of 1 Gbit/s.

10GE electrical interface module: A 10GE electrical interface module has four electrical ports and each of the ports provides a transmission rate of 10 Gbit/s.

8 Gbit/s Fibre Channel interface module (four ports): An 8 Gbit/s FC interface module (four ports) has four FC ports and each of the ports provides a transmission rate of 8 Gbit/s. When the transmission rate of the connected device is lower than the port rate and the port is set to adaptive, the port automatically adjusts the transmission rate to ensure the connectivity of the data transmission channel and the consistency between data transmission rates. If the rate is set manually, the connection will be interrupted when rates are inconsistent.

8 Gbit/s Fibre Channel interface module (8 ports): An 8 Gbit/s FC interface module (8 ports) has two physical ports which are converted into eight 8 Gbit/s Fibre Channel ports through dedicated cables. Each of the ports provides a transmission rate of 8 Gbit/s. They serve as the service interfaces between the storage system and application servers and receive data exchange commands sent by application servers. When the transmission rate of the connected device is lower than the port rate and the port is set to adaptive, the port automatically adjusts the transmission rate to ensure the connectivity of the data transmission channel and the consistency between data transmission rates. If the rate is set manually, the connection will be interrupted when rates are inconsistent.

16 Gbit/s Fibre Channel interface module (8 ports): A 16 Gbit/s FC interface module (8 ports) has two physical ports which are converted into eight 16 Gbit/s Fibre Channel ports through dedicated cables. Each of the ports provides a transmission rate of 16 Gbit/s. They serve as the service interfaces between the storage system and application servers and receive data exchange commands sent by application servers. When the transmission rate of the connected device is lower than the port rate and the port is set to adaptive, the port automatically adjusts the transmission rate to ensure the connectivity of the data transmission channel and the consistency between transmission rates. If the rate is set manually, the connection will be interrupted when rates are inconsistent.

10 Gbit/s FCoE interface module (two ports): A 10 Gbit/s FCoE interface module has two 10 Gbit/s ports. They serve as the service interfaces between the storage system and application servers and receive read/write requests from application servers.

56 Gbit/s InfiniBand interface module: A 56 Gbit/s InfiniBand interface module has two InfiniBand ports and each of the ports provides a transmission rate of 4 x 14 Gbit/s. 

SmartIO interface module: SmartIO interface modules support three types of optical modules, which are 16 Gbit/s, 8 Gbit/s, and 10 Gbit/s.

12 Gbit/s SAS expansion module: Connects controller and disk enclosures using expansion ports and transmits data between the enclosures. A 12 Gbit/s SAS expansion module provides four 4 x 12 Gbit/s mini SAS HD expansion ports. A SAS expansion module connects to back-end disk arrays through mini SAS HD cables. If the transmission rate of the device connected to the expansion port is lower than the port rate, the expansion port will automatically adjust the transmission rate to ensure the connectivity of the data transmission channel and the consistency between transmission rates.

4.1.5  Disk Enclosure (2 U, 2.5-inch Disks)
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A disk enclosure adopts a modular design and consists of a system subrack, expansion modules, power modules, and disk modules. 
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4.1.6  Coffer Disks
There are two types of coffer disks in a storage system: Integrated coffer disks and external coffer disks. Coffer disks are used to store storage system data, system configuration information and logs, and data in the cache after the system is powered off.

Integrated coffer disk: Each controller has one or multiple SSDs integrated as coffer disks.

External coffer disk: The first four disks in the first disk enclosure are planned as coffer disks. In a disk-controller integrated controller enclosure, the first four disks are planned as coffer disks. 

4.2  Storage System Software

Storage system software manages storage devices and data stored on the devices and assists application servers in data operations. 

The software suite provided by OceanStor 5300F V5/5500F V5/5600F V5/5800F V5 consists of software deployed on the storage system, maintenance terminal, and application server. These three types of software work jointly to deliver storage, backup, and disaster recovery services in a smart, efficient, and cost-effective manner.

4.2.1  Overview of Storage System Software
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4.2.2  Description of Storage System Software 
The storage system uses the dedicated OceanStor OS operating system to manage hardware and support the running of storage system software. Basic software provides basic data storage and read/write functions. Value-added software provides advanced functions, such as backup, disaster recovery, and performance optimization. Management software manages the storage system. 

	Category
	Software Name
	Function Description

	Storage operating system
	
	Manages hardware and supports the running of storage system software.

	Management software
	OceanStor DeviceManager
	OceanStor DeviceManager is an integrated storage management platform developed by Huawei. Using DeviceManager, you can configure, manage, and maintain storage devices easily.

	
	SNMPab
	The storage system can interconnect with third-party management software through SNMP and provide functions of third-party management software through the MIB interface. Many network management software support SNMP. You can choose the software based on their requirements.

	
	CLI
	The storage system can be managed and configured using CLI. You can use third-party terminal software to log in to the CLI of the storage system through a serial port or a management network port.

	
	Syslog
	The storage system can send alarm information to a third party.

Syslog software is used to receive and save the information. Various types of third-party Syslog software are available. You can choose one based on your requirements.

	Basic functions
	SCSI software module
	Processes transmission layer protocols of host interface protocols, manages SCSI command status, and dispatches, resolves and processes SCSI commands.

	
	SRAID software module
	Uses data stripping and redundancy to provide high-performance, large-capacity, and high-reliability data storage. A wide range of RAID levels are supported to improve data reliability and access performance.

	
	SPool software module
	Logically combines disks from different disk enclosures into a storage pool to provide services.

	
	File sharing protocol module
	Provides the file system sharing function. Common sharing protocols, such as CIFS and NFS are supported. Files can be shared in various operating systems in the network environment.

	
	Quota management module
	Provides the quota management function for file system sharing. The shared file system allows specifying the storage capacity that can be used by users in different directories. 

	
	File system volume management module
	Performs virtualization management based on volumes. 

	Value-added functions
	SmartVirtualization software module
	Provides the SmartVirtualization function.

SmartVirtualization enables a local storage system to centrally manage storage resources of third-party storage systems, simplifying storage system management and reducing maintenance costs.

	
	SmartErase software module
	Provides the SmartErase function. SmartErase erases unnecessary data on a specified LUN several times so that the data on the LUN cannot be recovered, preventing critical data leakage.

	
	SmartMulti-Tenant software module
	Provides the SmartMulti-Tenant function. SmartMulti-Tenant enables a storage system to provide different tenants with shared storage resources and to separate tenant access and management.

	
	SmarQoS software module
	Provides the SmartQoS function. SmartQoS controls the performance of LUNs or file systems to ensure the service quality of high-priority services.

	
	SmartMotion software module
	By analyzing services, SmartMotion evenly distributes data in the same type of storage media for dynamically balanced capacity and performance.

	
	WORM software module
	Provides the WORM function. Critical data can be set to read-only within a specified period to prevent unauthorized modification or deletion.

	
	SmartPartition software module
	Provides the SmartPartition function. SmartPartition partitions cache resources of the storage system to ensure high performance of mission-critical applications, thereby improving the service quality. 

	
	SmartDedupe&SmartCompression software module
	Provides deduplication and compression functions. SmartDedupe analyzes and deletes redundant data in a storage system while SmartCompression significantly releases storage space occupied by data.

	
	HyperMetro software module
	Enables active-active deployment for SAN and NAS. HyperMetro enables real-time data synchronization between and concurrent access to two storage systems, improving resource utilization. When data access fails in one storage system, seamless service switchover is implemented, ensuring data security and service continuity. 

	
	HyperVault software module
	Provides the all-in-one backup function for NAS. HyperVault enables the storage system to protect data.

	
	SmartThin software module
	Provides the SmartThin function. SmartThin allocates storage space on demand. It allocates storage space within the quota limit to application servers only as needed, eliminating storage resource waste.

	
	SmartMigration software module
	Provides the SmartMigration function. SmartMigration migrates services on a source LUN transparently to a target LUN without interrupting host services. After the migration, the target LUN can replace the source LUN to carry the services.

	
	Volume mirroring software module
	Provides the volume mirroring function. Using this function, data is backed up in real time. When the source data fails, data copies are used automatically, ensuring data security and service continuity.

	
	HyperSnap software module
	Provides the snapshot function. A snapshot is not a complete physical data copy. A mapping table is created to locate data to provide a complete data duplicate quickly. 

	
	HyperReplication software module
	Provides the remote replication function. Using this function, an available data duplicate of a local storage system can be created almost in real time on a storage system in a different region. The duplicate is instantly available without data restoration, maximizing service continuity and data availability.

	
	LUN copy software module
	Provides the LUN copy function. Using this function, data can be copied from a source LUN to a target LUN. The function is used during application upgrades and remote backup. 

	
	Clone software module
	Provides the clone function. Using this function, a full copy of source data is generated in the local storage system for data backup and other applications. 

	
	Consistency group software module
	Provides the consistency group function. A consistency group manages multiple remote replication tasks. Any operation to the consistency group is applied to the remote replication tasks in the group, ensuring that data of these remote replication tasks is consistent.


Maintenance terminal software is used for system configuration and maintenance. You can use software such as OceanStor Toolkit, SystemReporter, and eService on a maintenance terminal to configure and maintain the storage system. 

	Software Name
	Function Description

	OceanStor Toolkit
	OceanStor Toolkit helps technical support engineers and O&M engineers deploy, maintain, and upgrade devices.

	OceanStor eService
	OceanStor eService is a piece of remote maintenance and management software used for device monitoring, alarm reporting, and device inspection. 

	OceanStor SystemReporter
	OceanStor SystemReporter is a performance and capacity report analysis tool for the storage system.


Software running on application servers communicates with the storage system to perform some operations coordinately. This software category includes BCManager eReplication, UltraPath, and eSDK OceanStor.

	Software Name
	Function Description

	BCManager eReplication
	BCManager eReplication provides data protection and disaster recovery for application servers using value-added features of the storage system (such as synchronous/asynchronous remote replication, snapshot, LUN copy, clone, HyperMetro, and HyperVault). BCManager eReplication manages the storage system and application servers centrally to meet the data protection and disaster recovery requirements of various applications. 

	UltraPath
	UltraPath helps select the channels through which application servers access the storage system. UltraPath is an easy and efficient path management solution for proven data transmission reliability and high path security.

	eSDK OceanStor
	eSDK OceanStor is an integration platform developed by Huawei for storage devices. It is open to many storage products by providing standard interfaces and preinstalled plug-ins. The plug-ins and Provider of eSDK OceanStor enable the storage system to interconnect with vCenter and System Center so that customers can use their existing network management systems to manage Huawei's storage devices.


4.3  Highlights

4.3.1  Optimized RAID2.0 for SSDs
The term redundant array of independent disks (RAID) was first defined by the University of California, Berkeley in 1987. The basic idea of RAID is to combine multiple independent physical disks based on a certain algorithm to form a virtual logical disk that provides a larger capacity, higher performance, or better data error tolerance. 

As a mature and reliable data protection standard, RAID has always been used as a basic technology by storage systems since its existence. However, with rapid growth of data storage needs and emergence of high-performance applications in recent years, traditional RAID gradually exposes its defects. 

A large number of SSDs are used in storage arrays to meet high-performance storage requirements. Traditional RAID supports a limited number of disks. In the era of soaring data growth, traditional RAID fails to meet enterprises' needs for unified and flexible resource scheduling. Besides, as disk capacity increases, disk-based data management becomes increasingly inefficient. 

The capacity of SSDs is increasing. Reconstructing a 3.84 TB SSD in a RAID 5 group (8D+1P) takes about 20 hours. The reconstruction process consumes system resources, decreasing the overall performance of the application system. If a user restricts the reconstruction priority in return for timely application response, the reconstruction time will be even longer. In addition, during the time-consuming reconstruction, other disks in the RAID group may fail due to a large number of read/write operations, increasing the disk failure probability and data loss risk.

To resolve the preceding issues of traditional RAID and follow the virtualization trend, many storage vendors propose alternatives for traditional RAID, including: 

LUN virtualization: RAID groups are divided into smaller units. The units are regrouped into storage space accessible to hosts. 

Block Virtualization: Disks in a storage pool are divided into small data blocks. RAID groups are created based on these data blocks so that data can be evenly distributed onto all disks in the storage pool. Then, resources are managed based on data blocks. 
RAID technology development: 
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The RAID2.0+ technology provides the following advantages:

· Dynamic load balancing
Typically, a traditional RAID–based storage system uses multiple RAID groups and each of the RAID groups consists of several or a dozen disks. The RAID groups work under different service pressures, so do disks. Then, some disks become hot. Hot disks are more vulnerable to failures, according to the statistics collected by Storage Networking Industry Association (SNIA). In the following figure, Duty Cycle indicates the percentage of disk working time to total disk power-on time, and AFR indicates the annual failure rate. The AFR when Duty Cycle is high is almost 1.5 to 2 times higher than that when Duty Cycle is low. 
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RAID 2.0+ implements block virtualization to enable data to be automatically and evenly distributed onto all disks in a storage pool, preventing unbalanced loads. This approach decreases the overall failure rate of a storage system.

[image: image18.emf]Traditional RAID


· Fast thin reconstruction, reducing dual-disk failure probability
In recent years, disk capacity growth outpaces performance improvement. 15 TB large-capacity SSDs are commonly seen in enterprise markets. 32 TB SSDs are likely to be used in storage systems in the future. 

Traditional RAID faces a serious issue due to capacity growth: reconstruction of a single disk, which required only dozens of minutes 10 years ago, requires a dozen or even dozens of hours. The increasingly longer reconstruction time leads to the following problem: A storage system that encounters a disk failure must stay in the degraded state without error tolerance for a long time, exposed to a serious data loss risk. It is common that data loss occurs in a storage system under the dual stress imposed by services and data reconstruction.

Based on underlying block virtualization, RAID 2.0+ overcomes the performance bottleneck seen in target disks (hot spare disks) that are used by traditional RAID for data reconstruction. As a result, the write bandwidth provided for reconstructed data flows is no longer a reconstruction speed bottleneck, greatly accelerating data reconstruction, decreasing dual-disk failure probability, and improving storage system reliability. 

4.3.2  Optimized All-Flash Arrays
The processing latency of storage arrays is reduced by optimizing the I/O process. 

The HDD-based I/O process mainly considers I/O combination and sequence and fewer HDD head movements. As SSDs do not involve head movements, the key consideration of the SSD-based I/O process is to give even play to each component. High IOPS performance of SSDs makes the processing capability of CPUs on storage arrays the performance bottleneck. OceanStor F V5 all-flash storage uses multiple technologies to improve CPU efficiency.

· Intelligent CPU partitioning algorithm

The I/O processing latency in storage arrays is determined by many factors. An efficient scheduling framework ensures that I/Os of high-speed media are preferentially processed and prevents lock conflicts, CPU core interference, and hardware interruptions during I/O processing. Consequently, the latency for processing each I/O is fixed and the system provides stable I/O processing latency. The intelligent CPU partitioning algorithm of Huawei OceanStor F V5 all-flash storage can solve these problems. The working principles are as follows:

· CPU computing resources are partitioned based on service requirements, preventing the impact of OS, control plane, computing plane, and hardware interruption on service I/Os. 
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· CPUs in I/O processing partitions are grouped based on the characteristics of service I/Os, and I/Os are scheduled among the CPU groups to achieve lock-free I/O processing in groups. 
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· Memory is reserved based on the number of CPU cores so that each CPU core has its own memory resource pool. A public memory resource pool is also provided in case that the memory resources of a single CPU core are used up. 
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· Dynamic image I/O aggregation algorithm

Huawei OceanStor F V5 uses dynamic image I/O aggregation technology, which ensures stable image latency, reduces the CPU consumption during the mirroring process, and improves random write IOPS. The mirroring process uses two queues: receiving queue and aggregation delivery queue. During aggregation, only image I/Os that first arrive at the receiving queue are sequenced and aggregated, reducing the mirroring latency and improving mirror channel utilization. 
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· Cache self-adaptive algorithm
Storage arrays process various service models. For example, OLTP and OLAP service models are different. How to ensure excellent performance of storage arrays in different service models? Huawei OceanStor F V5 gives an answer. It optimizes the cache prefetch and elimination algorithms to provide prefetch and elimination mechanisms that match front-end services, ensuring a high cache hit ratio. Its working principles are as follows:
· The storage system identifies the service model of front-end I/Os and distributes the I/Os in different streams. It provides a prefetch policy for each I/O stream to implement precise prefetch and improve the I/O hit ratio.
· The storage system includes the access frequency in the elimination algorithm, which helps save hot data and reduce the probability that the prefetched data is eliminated before being processed. This mechanism further improves the prefetch efficiency.
[image: image23.emf]Cache self-adaptive algorithm

Automatically distinguish sequence flows in 

OLTP/OLAP/VDI/VSI …mixed scenarios to prefetchcache.

Identifies service characteristics of workloads 

and provides matched cache prefetchpolicies 

and elimination mechanism, ensuring rapid 

service processing. 

Cache hit ratio 

improved by 100%


· Technology of flushing data to disks

Data is written from the host to OceanStor F V5 storage in two steps: 1. Data is written to the cache with power failure protection. 2. Data in the cache is flushed onto disks. 
When writing data to the cache, OceanStor F V5 uses the Transaction mode. Discrete data written to the cache is aggregated by Transaction, and finally integrated into a logical large I/O (from several MB to hundreds of MB, which is logically called a Transaction). Then, data in the Transaction is taken as a logical unit to be flushed to disks. In this way, discrete data blocks are merged and write amplification is reduced when data is written to SSDs.
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OceanStor F V5 all-flash storage uses the Redirect On Write (ROW) flushing technology. When data in a Transaction is flushed to disks, updated data is stored in new physical space of OceanStor F V5 all-flash storage instead of overwriting the data in the original location. Therefore, data in a Transaction can be stored in physically contiguous space. In conclusion, the Transaction mode and the ROW technology allow random data from the host to be written to disks as continuous I/Os, reducing write amplification of SSDs.

The ROW technology enables OceanStor F V5 storage to flexibly adjust the space allocation policy based on the disk condition. In addition to converting discrete I/Os of the host into continuous I/Os, the ROW technology ensures more even data distribution on SSDs by inserting data into blank space. 
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· Intelligent I/O scheduling

To reduce I/O latency, the OceanStor F V5 storage system provides priority-based I/O scheduling policies. For example, the highest priority is given to read and write I/Os, minimizing the latency of host services; the secondary priority is given to I/Os generated by Smart and Hyper series features, ensuring that feature performance meets the requirements; and the lowest priority is given to I/Os of back-end tasks such as disk reconstruction, pool formatting, and space reclamation. 
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4.3.3  SAN and NAS Convergence
In the OceanStor F V5 storage system, file systems and LUNs are parallelly configured above the SPACE Subsystem. A storage pool subsystem based on RAID2.0+ block virtualization is at the bottom. In this architecture, file systems and LUNs directly interact with the SPACE subsystem. File systems are based on objects. Each file or folder is an object, and each file system is a set of objects. LUNs are classified into thin LUNs and thick LUNs. Both types of LUNs come from the Pool and SPACE Subsystems, instead of file systems. Such a simplified software stack provides higher storage efficiency than the traditional unified storage architecture. In addition, LUNs and file systems are independent without interfering each other. The following is the OceanStor OS software architecture. 
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By comparing the levels of software stacking, the unified storage based on the OceanStor V5 converged platform is more efficient. 
4.3.4  SmartDedupe and SmartCompression

The OceanStor F V5 all-flash storage system not only delivers SAN and NAS converged architecture, but also provides data deduplication and compression functions to shrink data for file systems and LUNs. As one of the data storage efficiency improvement methods, the data deduplication and compression functions have extended from the backup area to the primary storage area. They play a critical role in all-flash arrays because they can save storage space and reduce the total cost of ownership (TCO) of enterprise IT architectures.

The OceanStor F V5 series storage system implements data deduplication based on file systems and thin LUNs in inline mode. In the storage systems, the data deduplication granularity is consistent with the minimum data read and write unit (grain) of file systems or thin LUNs. Meanwhile, as users can specify the grain size (4 KB to 64 KB) when creating file systems or thin LUNs, the OceanStor F V5 mid-range unified storage system can implement data deduplication based on different granularities. When the data deduplication function is enabled, user data is delivered to the deduplication module in grains. The deduplication module first calculates data fingerprints and then checks whether duplicate fingerprints exist. If yes, the data block is a duplicate one and will not be saved. If no, the data block is a new one and will be delivered to disks for storage. In addition, byte-by-byte comparison can be enabled or disabled. If byte-by-byte comparison is enabled, the deduplication module compares the data byte by byte.

The OceanStor F V5 all-flash storage system implements inline data compression based on file systems and thin LUNs. When data compression is enabled, user data is delivered to the compression module in grains and is stored after being compressed. The compression module first combines multiple small data blocks that belong to the same compression object and have continuous logical block addresses (LBAs) and then compresses these data blocks to improve the compression ratio. Tests show that compression performance is the best when the compression granularity is 32 KB. For this reason, data blocks smaller than 32 KB are combined and then compressed, whereas data blocks larger than 32 KB are compressed directly. To reduce the impact of decompression on host read performance in low-compression ratio scenarios, the compression module checks whether the compression effect reaches the preset threshold. If the compression effect does not reach the threshold, the data is considered low-compression ratio data and will be stored as decompressed data. In this way, the data can be read without decompression, reducing the impact on read performance.

If SmartDedupe and SmartCompression are both enabled, data is deduplicated and then compressed before being stored to disks. If the data cannot be deduplicated, it is compressed and then stored to disks. The following describes the process for processing a data write request when SmartDedupe and SmartCompression are both enabled:

· Calculates the data fingerprint using the SHA1 algorithm.

· Checks whether the same fingerprint exists in the fingerprint library of the file system or thin LUN.

· (Optional) Compares the data byte by byte if byte-by-byte comparison is enabled.

· Returns information about the duplicate data block if a duplicate data block exists and indicates the data block is unique if no duplicate data block exists.

· Compresses the unique data block.

· Writes the compressed data block to the disks and updates data block information in the fingerprint library.

· Returns data block deduplication and compression information, such as deduplication and compression flags and physical address, to the file system or thin LUN.

The following describes the process for processing a data read request when SmartDedupe and SmartCompression are both enabled:

· Reads data from the disk based on the deduplication and compression information, such as physical address, delivered by the file system or thin LUN.

· Determines whether the data block is compressed based on the deduplication and compression flags delivered by the file system or thin LUN and directly returns the data block to the upper-layer application if the data block is not compressed.

· Decompresses and returns the data block to the upper-layer application if the data block is compressed.

Thanks to the SAN and NAS converged architecture, SmartDedupe and SmartCompression can be enabled or disabled for file systems and thin LUNs, achieving block-based inline data shrinking. As SmartDedupe and SmartCompression are independent from each other, they can be enabled or disabled independently. In addition, enabling and disabling these functions do not compromise system performance. SmartDedupe and SmartCompression provided by the OceanStor F V5 storage system work in inline mode. When the functions are enabled, new data is deduplicated and compressed. When the functions are disabled, deduplicated data cannot be restored.

4.3.5  SmartMigration

OceanStor F V5 all-flash arrays employ an intelligent data migration feature, SmartMigration. Services on a source LUN can be completely migrated to the target LUN without interrupting ongoing services or being noticed by the hosts. In addition to service migration within a storage system, LUN migration also supports service migration between a Huawei storage system and a compatible heterogeneous storage system. 

SmartMigration achieves full replication of data from the source LUN to the target LUN. After the replication, the target LUN replaces the source LUN by taking over all services.

SmartMigration applies to:

· Storage system upgrade by working with SmartVirtualization

SmartMigration works with SmartVirtualization to migrate data from legacy storage systems (provided by Huawei or other vendors) to new Huawei storage systems to improve service performance and data reliability. 

· Service performance adjustment

SmartMigration can be used to improve or reduce service performance. It can migrate services either between two LUNs that have different performance levels within a storage system or between two storage systems that vary in performance configurations.

· Service migration within one storage system

When the performance of a LUN that is carrying services is unsatisfactory, you can migrate the services to another LUN that provides higher performance to boost service performance. For example, if a user requires quick read/write capabilities, the user can migrate services from a LUN created on a low-speed storage medium to a LUN created on a high-speed one. Conversely, if the priority of a type of services decreases, you can migrate the services to a low-performance LUN to release the high-performance LUN resources for other high-priority services and improve storage system serviceability.

· Service migration between storage systems

When the performance of a legacy storage system fails to meet service requirements, you can migrate services to a storage system that provides higher performance. Conversely, if services on a legacy storage system do not need high storage performance, you can migrate those services to a low-performance storage system. For example, cold data can be migrated to entry-level storage systems to reduce operating costs without interrupting host services.

· Service reliability adjustment

SmartMigration can be used to adjust service reliability in the following ways to adjust the resources of a storage system:
· To enhance the reliability of services on a LUN with a low-reliability RAID level, you can use SmartMigration to migrate the services to a LUN with a high-reliability RAID level. If services do not need high reliability, you can migrate them to a low-reliability LUN.

· Different storage media offer different reliabilities even they have the same RAID level. For example, when the same RAID level is configured, SAS disks provide higher reliability than NL-SAS disks and are more suitable for important services.

· LUN type adjustment to meet changing service requirements

Thin LUNs and thick LUNs can be converted flexibly without interrupting host services.

4.3.6  SmartQoS

The OceanStor F V5 all-flash arrays support Huawei's self-developed QoS feature, SmartQoS feature. Capable of intelligent allocation and adjustment of computing, cache, concurrent, and disk resources of a storage system, SmartQoS is used for the QoS of services with different priorities in one storage device.
SmartQoS uses the following technologies to ensure the quality of data services:

· I/O priority scheduling

Responses to services are prioritized based on service priorities. When allocating system resources, a storage system gives priority to the resource allocation requests initiated by services with the high priority. If resources are insufficient, more resources are allocated to services with the high priority to maximize their QoS. You can configure a high, medium, or low priority for an application.

· I/O traffic control

Based on the user-defined performance control goal (IOPS or bandwidth), the traditional token bucket mechanism is used to control traffic. I/O traffic control prevents specific services from generating excessive traffic that affects other services.

· I/O performance protection

Based on traffic suppression, a user is allowed to specify the lowest performance goal (minimum IOPS/bandwidth or maximum latency) for a service with the high priority. If such a goal cannot be reached, the storage system gradually increases the I/O latency of lower-priority services to restrict their traffic and ensure the lowest performance goal of the high-priority service.

4.3.7  SmartPartition

The OceanStor F V5 all-flash arrays support Huawei's self-developed cache partitioning feature, SmartPartition. The core value of SmartPartition is to ensure the performance of critical applications by partitioning core system resources.

An administrator can allocate a cache partition of a specific size to an application. The system reserves the cache exclusively for the application and dynamically adjusts the front- and back-end concurrent I/Os to ensure application performance. SmartPartition can be used with other QoS technologies (such as SmartQoS) to achieve better QoS.

Caches are classified into read caches and write caches. The read cache pre-fetches and retains data to improve the hit ratio of host read I/Os. The write cache improves the disk access performance by means of combination, hitting, and sequencing. Different services need read/write caches of different sizes. SmartPartition allows users to specify read and write cache sizes for a partition, to meet different service requirements.

4.3.8  Heterogeneous Storage Device Management
The OceanStor F V5 all-flash storage system provides a variety of SmartVirtualization functions for heterogeneous devices. 
· The function of taking over heterogeneous devices reduces complexity in managing heterogeneous arrays and improves the heterogeneous LUN performance. 
· The heterogeneous LUN online migration function allows data to be smoothly migrated between heterogeneous LUNs without interrupting services. 
· The heterogeneous remote replication function provides disaster recovery between heterogeneous LUNs. 
· The heterogeneous snapshot function provides rapid backup of heterogeneous LUNs.

SmartVirtualization applies to:
· Heterogeneous array takeover
As customers build their data center over time, their storage arrays in the data center may come from different vendors. Managing those heterogeneous arrays well and fully utilizing them pose a great challenge for the storage administrator. With the SmartVirtualization takeover function, storage administrators can greatly simplify the management of heterogeneous arrays. The administrator can easily manage all heterogeneous arrays by managing Huawei arrays, which remarkably reduces their workloads. Characteristics of this scenario: System management is simplified.

· Heterogeneous data migration
A data center may also contain a large number of heterogeneous devices, some of which will be out of warranty soon or can no longer meet service requirements. Consequently, after purchasing an OceanStor F V5 storage system, the customer may hope to migrate service data from existing LUNs to new arrays. In this case, the customer can use the online migration function of SmartVirtualization to migrate data on heterogeneous LUNs to the new ones. The migration process will not affect ongoing host services, but the heterogeneous LUNs must have been taken over before the migration. Characteristics of this scenario: Ongoing host services are not interrupted when data on heterogeneous LUNs is being migrated. 

· Heterogeneous disaster recovery
If service data is scattered at different sites but high services continuity is required, service sites need to serve as a backup to each other with service switchovers between them. If a disaster occurs, an operating service site can take over services from the failed site and recover its data. However, because the storage arrays at the data site are from different vendors, their data cannot be backed up mutually. The synchronous and asynchronous replication functions of SmartVirtualization enable heterogeneous arrays to back up LUN data for each other. Inter-site disaster recovery is then achieved.
· Heterogeneous data protection
Data on LUNs of heterogeneous storage arrays may be attacked by viruses or corrupted for other reasons. SmartVirtualization offers the heterogeneous snapshot function to instantly create snapshots for LUNs of heterogeneous storage systems. When data is corrupted, users can roll back the snapshot to the specified point in time to rapidly restore data.

4.3.9  HyperVault

OceanStor F V5 all-flash storage system provides an all-in-one backup feature called HyperVault to implement file system data backup and recovery within or between storage systems.

HyperVault has two working modes:

· Local backup

It indicates data backup within a storage system. HyperVault employs a file system-based snapshot mechanism to periodically back up the file system and generate backup copies. By default, one file system has five backup copies.

· Remote backup

It indicates data backup between storage systems. HyperVault employs a file system-based remote replication technology to periodically back up the file system. First, a backup snapshot is generated on the primary storage system. The incremental data between this snapshot and the previous backup snapshot generated on the remote storage system is obtained. Then the incremental data is copied to the backup storage system. After data backup, a snapshot is created on the backup storage system. By default, 35 snapshots are saved.

Technical characteristics of HyperVault are as follows:
· High cost efficiency
HyperVault is seamlessly integrated into storage systems and provides the data backup function without the need of additional backup software. The storage management software, OceanStor DeviceManager, allows you to configure flexible backup policies and perform data backups.
· Fast data backup
The HyperVault local backup employs the snapshot technique to achieve data backup in seconds. The remote backup performs full backup at the first time and then only backs up incremental data blocks. Compared with the backup software that backs up files each time, HyperVault provides faster data backup.

· Fast data recovery
The HyperVault local recovery employs the snapshot rollback technique and does not require additional data resolution, achieving data recovery in seconds. Remote recovery using incremental data recovery is a complement to local recovery. Each copy of backup data is a logically full backup of service data. The backup data is saved in its original format and can be accessed immediately.

· Simple management
The network only comprises one primary storage system and one backup storage system, and uses native management software, OceanStor DeviceManager, to manage the systems. Compared with the previous network that contains primary storage, backup software, and backup media, this storage mode is simpler and easier to manage.

4.3.10  HyperReplication

HyperReplication is a remote replication feature provided by Huawei OceanStor storage systems to implement synchronous or asynchronous data replication and build intra-city or remote disaster recovery solutions.

HyperReplication requires at least two OceanStor storage systems. The two storage systems can be placed in the same equipment room, same city, or two cities 1000 km apart. The storage system that provides data access for production services is the primary storage system, and the storage system that stores backup data is the secondary storage system.

HyperReplication supports the following modes:

· Synchronous remote replication for LUNs
Data on the primary LUN is synchronized to the secondary LUN in real time. No data is lost if a disaster occurs. However, production service performance is affected by the data transfer latency.

· Asynchronous remote replication for LUNs
Data on the primary LUN is periodically synchronized to the secondary LUN. Production service performance is not affected by the data transfer latency. However, some data may be lost if a disaster occurs.

· Asynchronous remote replication for file systems
Data on the primary file system is periodically synchronized to the secondary file system. Production service performance is not affected by the data transfer latency. However, some data may be lost if a disaster occurs.

HyperReplication provides the storage array-based consistency group function for synchronous and asynchronous remote replications between LUNs to ensure the consistency of cross-LUN applications in disaster recovery replication. The consistency group function protects the dependency of host write I/Os across multiple LUNs, ensuring data consistency between secondary LUNs.

HyperReplication enables data to be replicated using Fibre Channel and IP networks. Data can be transferred between the primary and secondary storage systems using Fibre Channel or IP links.

· HyperReplication/S for LUNs

HyperReplication/S for LUNs supports the short-distance data disaster recovery of LUNs. It applies to same-city disaster recovery that requires zero data loss.

It concurrently writes each host write I/O to both the primary and secondary LUNs and returns a write success message to the host after the data is successfully written to the primary and secondary LUNs. Therefore, the RPO is zero.

· HyperReplication/A for LUNs

HyperReplication/A for LUNs supports the long-distance data disaster recovery of LUNs. It applies to scenarios where a remote disaster recovery center is used and the impact on production service performance must be reduced.

HyperReplication/A for LUNs employs the multi-time-segment caching technology to periodically synchronize data between primary and secondary LUNs. All data changes on the primary LUN since last synchronization will be synchronized to the secondary LUN.

· HyperReplication/A for file systems
HyperReplication/A for file systems supports the long-distance data disaster recovery of file systems. It applies to scenarios where a remote disaster recovery center is used and the impact on production service performance must be reduced.

HyperReplication/A for file systems employs the file system object layer to periodically synchronize data between primary and secondary file systems. All data changes on the primary file system since last synchronization will be synchronized to the secondary file system.

HyperReplication/A for file systems implements replication based on file systems. All file system content is fully replicated from the production center to file systems in the disaster recovery center.

4.3.11  HyperMetro Between Arrays
The OceanStor F V5 all-flash storage system uses HyperMetro to make arrays active-active. The two storage systems deployed in active-active mode can be placed in the same equipment room, in the same city, or in two places with a distance of 100 km. HyperMetro allows two LUNs from two storage systems to maintain real-time data consistency and to be accessible to hosts. If one storage system fails, hosts will automatically choose the path to the other storage system for service access. If only one storage system can be accessed by hosts due to failures of the links between storage systems, the arbitration mechanism determines which storage system continues to provide services. The quorum server is deployed at the third-place site. 

HyperMetro supports both Fibre Channel and IP networking (GE/10GE).
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Technical features of HyperMetro:

· Gateway-free A/A solution

The networking is simple, and the deployment is easy. Without the use of a gateway, the reliability and performance are better because there is one less possible failure point and the 0.5 to 1 ms latency caused by a gateway is avoided.

· A/A mode
Storage arrays in both data centers support data read and write. The upper-layer application system can make full use of such a service capability to implement load balancing across data centers. 

· Site access optimization
The UltraPath is optimized specific to the A/A scenario. It can identify region information to reduce cross-site access, thereby reducing latency. The UltraPath can read data from the local or remote storage array. However, when the local storage array is working properly, the UltraPath preferentially reads data from and writes data to the local storage array, preventing data read and write across data centers.

· FastWrite
In a common SCSI write process, a write request goes back and forth between two data centers twice to complete two interactions, namely Write Alloc and Write Data. FastWrite optimizes the storage transmission protocol and reserves cache space on the target array for receiving write requests. Write Alloc is eliminated and only one interaction is required. FastWrite reduces the time for data synchronization between two arrays by 50%, improving the overall performance of the HyperMetro solution. 

· Service granularity-based arbitration

If the links between HyperMetro sites fail, certain services will run in data center A and other services run in data center B based on service configurations. Compared with traditional arbitration where only one data center provides services in normal conditions, HyperMetro improves resource usage of hosts and storage systems and balances service loads. Arbitration granularity can be LUNs or consistency groups. 

· Automatic link quality adaptation
If multiple links exist between two data centers, HyperMetro automatically balances loads among links based on quality of each link. The system dynamically monitors link quality and adjusts load sharing ratio on two links to reduce retransmission ratio and improve network performance. 

· Full compatibility with existing features
HyperMetro can be used together with existing features such as SmartThin, SmartTier, SmartQoS, and SmartCache and can be configured for heterogeneous LUNs connected to the storage system through SmartVirtualization. HyperMetro can be combined with HyperSnap, HyperClone, HyperMirror, and HyperReplication to form a more complex and advanced data protection solution, such as the 3DC DR solution combining local HyperMetro with remote HyperReplication.

· Dual arbitration
HyperMetro supports two quorum servers. If one quorum server is faulty, the other quorum server seamlessly takes over services, reducing single point of failure (SPOF) risks and improving active-active reliability.
4.3.12  HyperMetro (NAS) Between Arrays
Huawei NAS HyperMetro solution provides enterprises with continuous protection for storage infrastructure and mission-critical applications. In this continuous availability solution, data is synchronized to two OceanStor F V5 all-flash storage systems that are geographically isolated, preventing service interruption caused by internal and external faults of the storage system. The HyperMetro (NAS) enables the host to treat the file systems of the two storage systems as a single file system on a single storage system and ensures that the data on the two file systems is the same. In the HyperMetro (NAS) solution, the primary storage array provides data read/write services, and data is synchronized to the secondary storage system in real time. When the primary site is faulty, services are switched to the secondary site at the vStore level. The secondary site automatically takes over services without any data loss or interruption.

The HyperMetro (NAS) solution provides the following benefits for customers:

· Cross-site high availability (HA) protection

· Easy management

· Avoiding data loss risks, reducing system downtime, and implementing rapid disaster recovery

· No fault handling impact on applications and users

HyperMetro (NAS) supports both Fibre Channel and IP networking (GE/10GE).
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Technical features of HyperMetro (NAS):

· Gateway-free A/A solution
The solution eliminates I/O delays caused by gateways and reduces the number of gateway-related fault points and networking complexity, enhancing solution reliability and simplifying maintenance.
· Simple networking
Active-active data replication links, configuration synchronization links, and heartbeat links are integrated to one physical network, which simplifies the networking of two data centers. The replication links between two storage systems can be IP or Fibre Channel links. Since the front-end service links must be IP links, you are advised to use an all-IP network for HyperMetro to reduce construction costs. 

· vStore-based NAS HyperMetro
In traditional NAS HyperMetro mode, nodes in a cluster are deployed in two data centers to make them active-active. Flexible resource configuration and optimization are not supported. Huawei NAS HyperMetro solution implements the active-active relationship between two data centers using vStores. Data and configurations of vStores deployed in two data centers are mirrored in real time. Each HyperMetro vStore pair has its own arbitration result, providing the cross-site high availability (HA) capability at the vStore level. This enables customers to flexibly deploy services, achieve better load balancing, and improve upper-layer applications. One vStore pair consists of two vStores that work in active/standby mode. They form a cross-site high reliable relationship. When a storage system is faulty or the connection between two storage systems is disconnected, the HyperMetro arbitration is initiated on each vStore pair. Resources in the two vStores are mutually redundant so that services are not interrupted when a fault occurs.
Figure 4-1 vStore-based HyperMetro architecture
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· Automatic recovery
If site A is faulty, the vStore pair working site is switched to site B. After the fault is rectified, the vStore pair automatically initiates a resynchronization. After the synchronization is complete, the HyperMetro pair becomes normal. In this status, if site B becomes faulty, services can be switched to site A without interruption.

· Easy upgrade and expansion
If you need to configure HyperMetro for the original service, you only need to purchase a HyperMetro license and upgrade it to the latest software version. In this way, you can configure HyperMetro between two disk arrays without data migration. Users can choose to configure HyperMetro when they buy devices or add HyperMetro after purchasing devices.

· FastWrite
In a common SCSI write process, a write request goes back and forth between two data centers twice to complete two interactions, namely Write Alloc and Write Data. FastWrite optimizes the storage transmission protocol and reserves cache space on the target array for receiving write requests. Write Alloc is eliminated and only one interaction is required. FastWrite reduces the time for data synchronization between two arrays by 50%, improving the overall performance of the HyperMetro solution. 

· Automatic link quality adaptation
If multiple links exist between two data centers, HyperMetro automatically balances loads among links based on quality of each link. The system dynamically monitors link quality and adjusts load sharing ratio on two links to reduce retransmission ratio and improve network performance. 

· Full compatibility with existing features
HyperMetro can be used together with existing features, such as SmartThin, SmartQoS, and SmartCache, and can be combined with HyperSnap, HyperReplication, and HyperVault to form a more complex and advanced data protection solution, such as the 3DC DR solution combining local HyperMetro with remote HyperReplication.

· Dual arbitration
HyperMetro supports two quorum servers. If one quorum server is faulty, the other quorum server seamlessly takes over services, reducing single point of failure (SPOF) risks and improving active-active reliability.

4.3.13  3DC Solution

OcanStor F V5 all-flash storage system supports multiple 3DC networking modes using synchronous and asynchronous remote replication or using HyperMetro and asynchronous remote replication, including:

· Cascading network in synchronous + asynchronous mode

· Parallel network in synchronous + asynchronous mode

· Cascading network in asynchronous + asynchronous mode

· Parallel network in asynchronous + asynchronous mode
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Two HyperMetro or synchronous remote replication sites can be flexibly expanded to 3DC with no need for external gateways.

Application scenarios of different networking modes for the 3DC solution:
	Networking Mode
	Suggestion on the Live Network
	RPO
	RTO

	Cascading network in synchronous + asynchronous mode (A-B-C)
	· Fibre Channel networking between sites A and B

· iSCSI networking between sites B and C
	RPO = 0
	Depends on host services and faults.

	Parallel network in synchronous + asynchronous mode (A-B and A-C)
	· Fibre Channel networking between sites A and B

· iSCSI networking between sites A and C
	RPO = 0
	Depends on host services and faults.

	Cascading network in asynchronous + asynchronous mode (A-B-C)
	· Fibre Channel/iSCSI networking between sites A and B

· iSCSI networking between sites B and C
	Minimum replication period: 3 seconds
	Depends on host services and faults.

	Parallel network in asynchronous + asynchronous mode (A-B and A-C)
	· Fibre Channel/iSCSI networking between sites A and B

· iSCSI networking between sites A and C
	Minimum replication period: 3 seconds
	Depends on host services and faults.

	HyperMetro + asynchronous remote replication
	· Fibre Channel networking between sites A and B

· iSCSI networking between sites B and C
	RPO = 0
	A-B: RTO = 0
B-C: Depends on host services and faults.


5  Product Introduction
This chapter describes related products.

5.1  Introduction to OceanStor 5300F V5/5500F V5/5600F V5/5800F V5

Huawei OceanStor 5300F&5500F&5600F&5800F V5 all-flash storage systems (OceanStor F V5 for short) are mid-range storage products optimized for all-flash storage, delivering higher performance, lower latency, and more robust scalability required in the age of cloud. OceanStor F V5 inherits V3 series' all high availability (HA) features and functions oriented to enterprise applications and fully satisfies data storage requirements of large-database Online Transaction Processing (OLTP)/Online Analytical Processing (OLAP), file sharing, cloud computing, and many other applications with outstanding functionality, performance, efficiency, reliability, and ease of use. It is widely used in governments, financial organizations, carriers, energy facilities, media agencies, and a host of others. Meanwhile, OceanStor F V5 provides a wide range of efficient and flexible backup and DR solutions to ensure business continuity and data security, delivering excellent storage services. 

5.1.1  Supreme Performance
· Storage hardware matching the next-generation all-flash arrays, providing the optimal performance solutions in the industry

Industry-leading specifications: The OceanStor F V5 mid-range storage system employs next-generation Intel multi-core processors, PCIe 3.0 buses (new-generation), 12 Gbit/s SAS 3.0 high-speed disk ports, and a variety of host ports such as 16 Gbit/s Fibre Channel, 10 Gbit/s FCoE, and 56 Gbit/s InfiniBand host ports. It fully meets users' requirements for high concurrency and low latency in core databases.
Flexible scalability: The OceanStor V5 storage system supports high-speed enterprise-level SSD drives. A single storage system can be equipped with a maximum of 8 controllers, 4 TB cache, and 1200 SSDs, providing up to million-level IOPS as well as industry-leading performance and specifications. 

· Flash-oriented system architecture design, quickly responding to critical service requirements

All-flash-oriented system architecture: The OceanStor F V5 uses innovative self-developed flash architecture optimized from end to end. Through multi-core CPU optimization, cache adaptive algorithm, self-developed SSD algorithm and drives, system software and hardware are deeply integrated. It ensures superior performance provided by all-flash storage and delivers superb performance experience, helping core business to easily embrace the era of all-flash storage. 

This storage system uses new-generation self-developed SSD controller chips with high performance to work with the new-generation efficient patent algorithm, providing users with reliable and high-performance SSD drives. 

Self-developed dedicated controllers optimized for all-flash storage, industry-leading system architecture, and multi-controller processing architecture with load balancing enable the OceanStor F V5 to provide powerful all-flash processing capabilities while fully meeting algorithm processing requirements of all-flash systems. Advanced processor resource allocation algorithms, Low-Density Parity-Check (LDPC) error correction algorithms, and RAID 2.0+ technology achieve longevity of SSDs and fast I/O response, unleashing the potential of all-flash storage. 

5.1.2  Ultimate Convergence

Powered by the latest OceanStor OS, the OceanStor F V5 mid-range storage provides converged and unified resource pools with the flexibility of resource scheduling, enabling free data mobility and helping enterprise IT architectures evolve to cloud-based architectures.

Convergence of all types of flash storage

Huawei has the most complete flash product portfolio and supports interconnection between different types, levels, and generations of flash storage. Convergence of data, management and O&M empowers high performance and low latency of the flash storage array, while ensuring long-term reliability of SSDs.

· Convergence of SAN and NAS

SAN and NAS are converged to provide elastic storage, improve storage resource utilization, and reduce the total cost of ownership (TCO). Block and file services are converged to support multiple types of services and provide industry-leading SAN and NAS performance and functions.
· Convergence of resource pools

The built-in heterogeneous virtualization function enables the OceanStor F V5 to take over the storage arrays of different levels, types, and model from other mainstream vendors and integrate them into a unified resource pool. This can eliminate data silos, achieve automatic unified resource management and, and provide service orchestration. In addition, data can be migrated from third-party storage to Huawei storage without service interruption. The automatic migration tool can reduce the migration time by 60% on average.

· Convergence of multiple data centers

The converged SAN and NAS HyperMetro solution implements cross-data center business continuity assurance and makes the networking simpler. The active-active data center deployment can be smoothly upgraded to the 3DC layout to achieve the highest level of business continuity protection. Customers can also deploy 64:1 multi-level DCs for centralized DR and assurance. 

5.1.3  Stability and Reliability

· Multi-controller load balancing

The multi-controller architecture of OceanStor F V5 allows load balancing among controllers and eliminates single points of failure, thereby ensuring high availability and stable service running. Multiple controllers can be used simultaneously to accelerate services of one host, removing performance bottlenecks of a single controller while doubling performance. 

Rapid data restoration technology
Innovative block-level virtualization is employed to reduce the time to reconstruct 1 TB data from 10 hours to 30 minutes. Compared with traditional storage systems, the OceanStor F V5 all-flash storage reduces data damage risks caused by disk failures by 95%. 

· A wide range of data protection solutions
The Hyper series data protection features include HyperSnap, HyperClone, HyperVault, HyperReplication, and other data protection technologies. These features provide local and remote data protection solutions for users in the system and across multiple sites, realize solution-level 99.9999% availability, and ensure service continuity and data availability to the maximum extent.
· HyperMetro for both SAN and NAS for core applications

Huawei innovatively launched the integrated active-active solution in the industry. OceanStor F V5 mid-range storage supports HyperMetro for both SAN and NAS, ensuring high availability of databases and file services. The gateway-free HyperMetro enables load balancing between the two mirrored HyperMetro sites and non-disruptive cross-site takeover, ensuring zero loss of core application data and zero service interruption. In addition, Huawei's HyperMetro solution can be effortlessly upgraded to the 3DC mode. 

5.1.4  Intelligent Transformation to the Cloud, Helping Enterprises to Run Services on the Cloud

· Intelligent O&M management

eService intelligent O&M software can implement 24/7 cloud monitoring and automatic in-depth inspection every day. Faults can be detected within minutes and automatically reported. Corresponding service requests are also automatically created. eService provides cloud evaluation services, automatically analyzes workload features, generates analysis reports in one-click mode, and recommends storage design. Its intelligent trend prediction function enables users to plan capacity expansion in advance.

· Easily migrating key services to the cloud

Huawei launched industry's first Dedicated Enterprise Storage Service (DESS) that moves mission-critical services to the cloud. Powered on a public cloud platform, DESS provides enterprise-level storage in an 'as-a-service' format. Migrating key services to the cloud does not require the application system to be rebuilt, which overcomes the biggest technical challenge. The migration process is reliable and causes no data loss. 

· Hybrid cloud solution

Huawei offers a hybrid-cloud-based storage solution for enterprises, which implements on- and off-premises resource collaboration and data mobility. Public cloud is regarded as a storage tier. Customers can back up and migrate data between public and private clouds, promoting smooth cloud transformation of enterprise storage services.

5.2  Specifications of OceanStor 5300F V5/5500F V5/5600F V5/5800F V5
	Name
	5300F V5
	5500F V5
	5600F V5
	5800F V5

	Controller Enclosure Specifications

	Architecture
	All-flash storage

	Latency
	< 1 ms

	Processor
	Multi-core processors

	Cache (upgradable)
	64 GB to 512 GB
	128 GB to 1,024 GB
	256 GB to 2,048 GB
	512 GB to 4,096 GB

	Max. number of controllers
	8
	8
	8
	8

	Supported storage protocols
	Fibre Channel, FCoE, iSCSI, InfiniBand, NFS, CIFS, HTTP, FTP

	Front-end ports
	16 Gbit/s Fibre Channel, 8 Gbit/s Fibre Channel, 10 Gbit/s FCoE, 1/10 Gbit/s Ethernet, 56 Gbit/s InfiniBand

	Back-end ports
	SAS 3.0 (single port 4 x 12 Gbit/s)

	Max. number of hot-swappable I/O modules (per controller)
	2
	2
	8
	8

	Max. number of front-end ports (per controller)
	20
	20
	28
	28

	Max. number of disks (dual controllers)
	500
	500
	1000
	1200

	Disk type
	Enterprise-level SSD

	RAID levels
	0, 1, 3, 5, 6, 10, 50

	Max. number of snapshots (LUN)
	4096
	4096
	8192
	8192

	Max. number of LUNs
	8192
	8192
	16384
	16384

	Max. number of snapshots per file system
	2048

	Max. capacity of a file
	256 TB

	Key Software Features

	Data protection software
	HyperSnap (snapshot) 
HyperClone (clone)
HyperCopy (LUN copy) 
HyperMirror (volume mirroring)
HyperMetro (A-A) 
HyperReplication (remote replication)  

HyperLock (WORM) 
HyperVault (all-in-one backup)

	Key service protection
	SmartQoS (intelligent service quality control) 
SmartPartition (intelligent partitioning)

	Resource efficiency improvement software
	SmartMigration (LUN migration) 
SmartVirtualization (intelligent heterogeneous virtualization) 
SmartMulti-tenant (multi-tenancy) 
SmartQuota (quota management)
SmartDedupe (intelligent deduplication) 
SmartCompression (intelligent compression)
SmartThin (intelligent thin provisioning) 
SmartMotion (intelligent data migration)
SmartErase (intelligent data destruction)

	Storage management software
	UltraPath (multipathing software) 
BCManager (disaster recovery management)
DeviceManager (single-device management software) 
eSight (centralized O&M management software)
eService (remote maintenance management)

	Virtualization Features

	Heterogeneous virtualization
	Consolidates storage resources of mainstream products to manage and allocate storage resources in a flexible and unified manner.

	Block-level virtualization
	Enables balanced data distribution and quick fault recovery.

	Computing virtualization
	Virtualization platforms, such as FusionSphere, VMware, XenServer, and Hyper-V
Value-added features such as VMware VAAI, VASA, SRM, and Hyper-V
Integration with vSphere and vCenter 

	Physical Specifications

	Power supply
	AC: 100 V to 240 V
DC: 192 V to 288 V
	AC: 200 V to 240 V
DC: 192 V to 288 V

	Dimensions 
(H x W x D)
	2 U controller enclosure: 
86.1 mm x 447 mm x 750 mm
	3 U controller enclosure: 130.5 mm x 447 mm x 750 mm

	
	2 U disk enclosure: 86.1 mm x 447 mm x 490 mm

	Weight
	2 U controller enclosure: ≤ 37 kg
2U disk enclosure: ≤ 20 kg
	3 U controller enclosure: ≤ 50 kg
2U disk enclosure: ≤ 20 kg

	Environment temperature
	5 C to 40 C at an altitude below 1800 m; 5 C to 35 C at an altitude between 1800 m and 3000 m

	Environment humidity
	5% RH to 90% RH


6  Acronyms and Abbreviations

This chapter lists the acronyms and abbreviations appeared in this document.

[Example]
	Acronym and Abbreviation
	Full Spelling

	SAN
	Storage Area Network

	NAS
	Network Attached Storage

	CLI 
	Command-Line Interface

	LUN
	Logical Unit Number

	RPO
	Recovery Point Objective

	RTO
	Recovery Time Objective


