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[bookmark: _EN-US_TOPIC_0087624127-chtext][bookmark: _Toc517367157]About This Document
Purpose
This document describes the product positioning, architecture, functions, and applications of eSight and provides configuration requirements and technical counters for eSight.
This document helps you understand eSight functions.
Intended Audience
This document is intended for:
Huawei pre-sales engineers
Huawei technical support engineers
Partner pre-sales engineers
Partner technical support engineers
Enterprise pre-sales engineers
Enterprise administrators
Symbol Conventions
The symbols that may be found in this document are defined as follows.
	Symbol
	Description

	
	Indicates an imminently hazardous situation which, if not avoided, will result in death or serious injury.

	
	Indicates a potentially hazardous situation which, if not avoided, could result in death or serious injury.

	
	Indicates a potentially hazardous situation which, if not avoided, may result in minor or moderate injury.

	
	Indicates a potentially hazardous situation which, if not avoided, could result in equipment damage, data loss, performance deterioration, or unanticipated results.
NOTICE is used to address practices not related to personal injury.

	
	Calls attention to important information, best practices and tips.
NOTE is used to address information not related to personal injury, equipment damage, and environment deterioration.



Change History
	Issue
	Date
	Description

	03
	2018-05-30
	This issue is the third official release.

	02
	2018-03-30
	This issue is the second official release.

	01
	2017-12-30
	This issue is the first official release.
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[bookmark: _EN-US_TOPIC_0087624240][bookmark: _EN-US_TOPIC_0087624240-chtext][bookmark: _Toc517367158]Overview
This section describes the positioning and features of eSight.
0. [bookmark: _EN-US_TOPIC_0087624082][bookmark: _EN-US_TOPIC_0087624082-chtext][bookmark: _Toc517367159]Positioning
eSight is an integrated convergent O&M management solution oriented to enterprise data centers, campus/branch networks, unified communications, videoconferencing, and video monitoring. It provides automatic configuration deployment, visualized fault diagnosis, and intelligent capacity analysis functions for enterprise ICT devices.
eSight is applicable to scenarios such as data center convergent O&M, safe city intelligent O&M, and WLAN life cycle management. It can help enterprises improve the O&M efficiency, reduce the O&M cost, improve the resource usage, and ensure stable running of enterprise ICT devices.
[bookmark: _EN-US_TOPIC_0087624147][bookmark: _EN-US_TOPIC_0087624147-chtext][bookmark: _Toc517367160]Features
Multi-Vendor Device Adaptation, Implementing Unified Management of Network-Wide Devices
eSight supports unified management of Huawei servers, storage devices, virtualization devices, switches, routers, WLAN devices, firewalls, PON devices, eLTE devices, UC devices, TP devices, video surveillance devices, application systems, and equipment room facilities. In addition, eSight provides the capability to manage mainstream devices of third parties such as HP, Cisco, and H3C. 
Component-based Architecture, Constructing the Enterprise O&M Platform as Required
eSight uses the component-based architecture and provides various components for users to choose.
eSight component-based architecture


Lightweight and Web-based, Reducing the System Maintenance and Upgrade Cost
eSight uses the B/S structure. The client does not need to install any plug-in and can access the eSight server anytime anywhere. When the system is upgraded or maintained, the software needs to be upgraded only on the server, reducing the system maintenance and upgrade cost. 
	eSight
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	1 Overview
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[bookmark: _EN-US_TOPIC_0087624042-chtext][bookmark: _Toc517367161]Architecture
This section describes the logical architecture and external interfaces of eSight.
0. [bookmark: _EN-US_TOPIC_0087624106-chtext][bookmark: _Toc517367162]Logical Architecture
eSight logical architecture consists of the eSight management platform, device management component, and O&M value-added component.
Management platform
Provides basic management functions including security management, topology management, alarm management, performance management, northbound interface, and single sign-on (SSO); provides eSight maintenance tool and system monitoring. 
Device management component
Provides the capability to access and manage various types of devices from multiple vendors, and the capability to configure network devices, storage devices, and servers in batches, which improves the O&M efficiency and reduces the O&M cost. 
O&M value-added component
Provides professional deployment, monitoring, diagnosis, and analysis tools to implement fast service provisioning, active fault prevention, and precise fault locating, which ensures the stable running of enterprise ICT systems.
Figure 2-1 shows the logical architecture of eSight.
[bookmark: _en-us_topic_0064555520_fig19827296]eSight logical architecture


[bookmark: _EN-US_TOPIC_0087624056-chtext][bookmark: _Toc517367163]External Interfaces
Figure 2-2 shows external interfaces of eSight.
[bookmark: _fig1677210111581]External interfaces of eSight


The external interfaces are as follows:
IF1: This interface is a southbound interface for connecting devices to eSight so that eSight can manage these devices. eSight supports the following types of southbound interfaces: SNMP, Telnet/STelnet, FTP/SFTP/FTPS, TR069, Huawei Man-Machine Language (MML), and so on.
IF2: This interface is a northbound interface for integrating eSight with upper-layer management systems. The upper-layer OSS or third-party system can obtain resources, alarms, and performance data managed by eSight through the SNMP, HTTP, or FTP interface.
IF3: This interface is used to integrate the external authentication server. eSight can interconnect with authentication servers built by enterprises so that users of the authentication servers can log in to eSight. The supported connection protocols include LDAP, RADIUS, and SSO. 
IF4: This interface is used to send notifications. eSight can connect to mail servers and SMS gateways of enterprises, and send the received important alarms, events, and reports to customers through email or SMS message. 
IF5: This interface is a user interface (UI). The system administrator and operator invoke this interface to use eSight functions. 
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[bookmark: _EN-US_TOPIC_0087624041][bookmark: _EN-US_TOPIC_0087624041-chtext][bookmark: _Toc517367164]Functions and Features
0. [bookmark: _EN-US_TOPIC_0102397418][bookmark: _EN-US_TOPIC_0102397418-chtext][bookmark: _Toc517367165]Authentication
2. [bookmark: _EN-US_TOPIC_0102397419-chtext][bookmark: _Toc517367166]Definition
User authentication refers to the mechanism of checking whether a user is allowed to access the eSight based on the user name and password used for login.
The eSight installation directory/AppBase uses four modes to authenticate users: Local authentication, Remote Authentication Dial In User Service (RADIUS) authentication, Lightweight Directory Access Protocol (LDAP) and SSO authentication.
[bookmark: _EN-US_TOPIC_0102397420-chtext][bookmark: _Toc517367167]Benefits
User authentication ensures that only authorized users can log in to the system, protecting the system and data in it. In addition to local authentication, the eSight installation directory/AppBase supports user authentication through SSO and Authentication, Authorization, Accounting (AAA) authentication systems to implement centralized management of users.
[bookmark: _EN-US_TOPIC_0102397422-chtext][bookmark: _Toc517367168]Function
User authentication is involved authentication mode management and user management.
Authentication Mode Management
When a user attempts to log in to the system, the eSight automatically authenticates the user based on the user information. The eSight provides four authentication modes:
Local authentication
When a user enters a user name and password for login, the eSight server verifies and authenticates the user login information.
RADIUS authentication
When a user enters a user name and password for a login, a security process of the eSight server sends the user name and password to the RADIUS server for login information verification and authentication.
LDAP authentication
When a user enters a user name and password for a login, a security process of the eSight server sends the user name and password to the LDAP server for login information verification and authentication.
SSO authentication
When a user enters a user name and password for a login, the eSight server uses the SSO server to verify and authenticate the login information.
User management
User management includes managing user rights, querying online user information, setting personal information, and managing security policy. User management:
Supports user authentication.The security administrator can assign different rights to different user roles based on the service plan, improving O&M efficiency and enhancing system security.
Allows a user to query online user information and enters the single-user mode.
Allows a user to set personal information such as changing a password and modifying contact information.
Provides security policies such as account setting policies, password policies, IP address based access control policies, and login time policies.
Account policy setting
Account policies are policies on the minimum user name length and related to user login. An appropriate account policy can enhance system access security.
Password policy setting
Password policies define the password complexity, update period, and character constraints. An appropriate user password policy can prevent users from setting quite simple passwords or retaining passwords for a long term, enhancing system access security.
Setting of IP address based access control policies
Set the IP address range from which the eSight can be logged in. A user bound to this IP address range can log in to the eSight only from IP addresses in this range.
Login time policy setting
Set the time during which the eSight can be logged in. A user bound to this login time policy can log in to the eSight only in the time specified in the  policy.
[bookmark: _EN-US_TOPIC_0102397423-chtext][bookmark: _Toc517367169]Principle
Figure 3-1shows the principles of user authentication.
[bookmark: _d0e845]User authentication principles


When a user sends a login request by entering a user name and password on the login page.
The eSight authenticates the user based on the configured authentication mode.
The authentication modes supported by the eSight include local authentication, RADIUS authentication, LDAP authentication, and SSO authentication. Local authentication is performed on the eSight server. RADIUS or LDAP authentication is performed on a remote RADIUS or LDAP server. SSO authentication is performed on the SSO server.
If users pass the authentication and log in to the eSight, sessions will be created based on user information.
Users who fail the authentication cannot log in to the eSight. If a user fails the authentication for a certain consecutive number of times, the user or the client IP address will be locked.
[bookmark: _EN-US_TOPIC_0102397426-chtext][bookmark: _Toc517367170]Key Parameters
A maximum of 1000 users can be registered.The eSight supports a maximum of 100 online clients at a time.
[bookmark: _EN-US_TOPIC_0102397436][bookmark: _EN-US_TOPIC_0102397436-chtext][bookmark: _Toc517367171]Alarm Management
2. [bookmark: _EN-US_TOPIC_0102397437-chtext][bookmark: _Toc517367172]Definition
Alarm Management provides alarm lifecycle management, including alarm data receiving, processing, and alarm notification. These functions help O&M personnel quickly troubleshoot faults.
[bookmark: _EN-US_TOPIC_0102397438-chtext][bookmark: _Toc517367173]Benefits
Alarm Management allows users to collectively monitor alarms of ICT resources and the eSight itself, so that users can quickly locate faults occurred in the IT system and on the network.
Alarm Management delivers the following benefits:
Diversified alarm filtering methods, which enable O&M personnel to filter concerned alarms and achieve precise monitoring.
Processing of the full alarm cache, which prevents important alarms from being dumped.
Flexible alarm rule configurations, which reduce alarm noises and improve monitoring efficiency.
Remote notification, which allows O&M personnel to remotely view alarm information using emails or SMS messages.
Database overflow dump, which frees up database space to avoid loss of alarm data.
[bookmark: _EN-US_TOPIC_0102397440-chtext][bookmark: _Toc517367174]Function
Alarm Management provides rule management, alarm monitoring, handling, and notification.
Rule Management
Alarm rules include alarm masking, alarm redefinition, and automatic acknowledgement. O&M personnel of ICT systems can flexibly configure alarm monitoring rules based on service requirements, for example:
Configure masking rules to mask unimportant alarms or events to be generated.
Configure alarm sounds by severity.
Redefine alarm severities and rename alarms.
Configure alarm acknowledgment rules by severity to automatically move cleared current alarms to the historical alarm list.
Configure alarm synchronization to synchronize alarm data that failed to be reported to the eSight due to a disconnection between ICT resources and the eSight when the connection is restored.
Alarm Monitoring
The eSight provides various alarm monitoring methods and multidimensional alarm data statistics.
Monitor alarms in the current alarm list.
Current alarms


Monitor alarms on the alarm panel.
Alarm panel


Monitor alarms on a topology.
Topology


The eSight provides lifecycle alarm management.
Alarm management stores current and historical alarms and supports alarm lifecycle management.
Alarm Handling
View alarm details, including alarm name, handling suggestions, and locating information, to help network O&M personnel troubleshoot faults.
Manually acknowledge an alarm to prevent others from processing the alarm at the same time.
Manually clear alarms after related faults have been rectified.
Record alarm handling experience for future reference.
Record in remarks fault information that is not included in alarm details.
Alarm Notification
Alarms can be sent to maintenance personnel of ICT systems using email, SMS, or WeChat.
Notification rules can be set based on alarm severity and alarm name.
Alarm sources can be specified in a notification rule based on device or interface group.
The unified user group management portal can be used to configure recipients of remote notifications.
The title and content of notification emails and SMS messages can be configured.
[bookmark: _EN-US_TOPIC_0102397441-chtext][bookmark: _Toc517367175]Principle
The alarm management of eSight provides alarm handling mechanisms to reduce the number of alarms. Alarms are handled by the eSight based on pre-defined mechanisms before they are displayed in the current alarm list and event list. Figure 3-5 shows the alarm reporting process.
[bookmark: _en-us_topic_0097609673_fig6402851392030]Alarm reporting process


Alarms and Events
Alarms are reported to the eSight upon status changes detected by ICT resources or the eSight in abnormal conditions, and events are reported upon status changes in normal conditions. Table 3-1 is a comparison between the two concepts.
[bookmark: _d0e1205]Comparison between alarms and events
	Concept
	Description

	Alarm
	Notification generated after ICT resources or the eSight detects a fault.

	Event
	Notification generated after ICT resources or the eSight detects a status change in normal conditions.



Alarm Handling
The eSight receives tens of thousands of alarms, many of which do not concern users and do not need to be handled. O&M personnel of ICT systems need to take much time and efforts to view and analyze all these alarms and therefore may make incorrect decisions and fail to handle key alarms in a timely manner. To avoid these issues, the eSight provides three alarm handling rules to reduce alarms, thereby freeing O&M personnel of ICT systems from a massive number of alarms and increasing alarm handling efficiency. O&M personnel of ICT systems can monitor handled alarms in the Current Alarms window.
Alarm handling rules
	Rule
	Description

	Alarm merging rule
	If alarms have the same alarm source, location information, and alarm identity (ID), the alarms are reported as only one record.
If a newly reported alarm corresponds to an uncleared alarm in the Current Alarms window and the two alarms meet the merging rule, they will be merged into one alarm whose number of occurrences increases by 1. If the corresponding alarm is cleared, it will be moved to the Historical Alarms window and the new alarm will be displayed in the Current Alarms window.
If a new alarm is reported and does not meet the merging rule, it is displayed as a new record in the Current Alarms window.

	Correlation analysis rule
	Many alarms are logically correlated with each other. Therefore, Huawei predefines alarm-specific correlation analysis rules proven by experience in the eSight. Based on these rules, the eSight supports two types of alarms: root alarm, correlative alarm, aggregation alarm, and single point alarm.
Root and correlative alarms
Based on the symptoms of multiple alarms that occur on a single ICT resource or between different ICT resources
, the eSight automatically analyzes and establishes logical correlations between the alarms and then identifies the root alarm, an alarm that causes the other alarms. The alarm that causes multiple alarms is a root alarm and these multiple alarms are correlative alarms. O&M personnel of ICT systems only need to handle the root alarm.
Aggregation and single point alarms
An ICT resource may run abnormally after faults occur on other ICT resources. The eSight generates an alarm for the affected ICT resources and establishes correlations.
An ICT resource may run abnormally after faults occur on other ICT resources. The eSight generates an alarm for the affected ICT resources and establishes correlations.
The eSight provides the alarm handling failure threshold. If this threshold is exceeded, the eSight will generate a new alarm with correlations established.
If a fault produces a chain reaction on an ICT resource, all the faults are combined into one alarm.
In the preceding scenario, the new alarm is an aggregation alarm and the original alarms related to the aggregation alarm are single point alarms.

	Processing of the full current alarm cache
	To prevent the alarms that concern users from being dumped, the eSight provides processing rules of the full current alarm cache. When 20,000 alarms are generated, the eSight applies the following two rules to add some alarms to the historical alarm list until the number of current alarms falls to the proper range.
The cleared alarms, acknowledged and uncleared manually alarms, and other alarms are added to the historical alarm list.
The early alarms are added to the historical alarm list by time.

	Alarm masking rule
	To reduce the alarms and events reported to the eSight during deployment, commissioning, or maintenance, set alarm masking rules.



[bookmark: _EN-US_TOPIC_0102395695-chtext][bookmark: _Toc517367176]Key Parameters
The following table describes the alarm management KPIs.
Alarm management KPIs
	KPI
	Value

	Maximum number of current alarms
	20,000

	Maximum number of historical alarms
	15 million

	Maximum number of event alarms
	2 million

	Number of alarms processed per second
	100



[bookmark: _EN-US_TOPIC_0102397444][bookmark: _EN-US_TOPIC_0102397444-chtext][bookmark: _Toc517367177]Topology Management
2. [bookmark: _EN-US_TOPIC_0102397445-chtext][bookmark: _Toc517367178]Definition
Topology Management displays the topologies of physical devices and ICT systems, providing E2E and real-time monitoring GUIs for administrators.
[bookmark: _EN-US_TOPIC_0102397446-chtext][bookmark: _Toc517367179]Benefits
Administrators can learn about the running statuses of physical devices and ICT systems by checking the device icon color, device data, and link status in a topology. This helps administrators quickly diagnose and rectify ICT system faults.
[bookmark: _EN-US_TOPIC_0102397448-chtext][bookmark: _Toc517367180]Function
Topology Management includes managing, customizing, and monitoring topologies.
Topology Management
Manage topology objects, including creating or deleting virtual NEs and links, and deleting subnets.
Set the information to be displayed under a device icon, including device name, IP address, and system name.
Lay out topology objects in styles such as ring, symmetrical, top-down tree, and left-right tree.
Align topology objects in styles such as left-aligned, right-aligned, and center aligned.
Adjust the location of NEs and subnets and set the topology background.
Set search criteria to quickly find the target NE, link, or subnet.
Zoom in on and zoom out of a topology and restore to the original display of the topology.
Topology Customization
Network management personnel can select network entities within their management scopes to configure custom topology views, which achieves precise monitoring and efficient operation and maintenance (O&M).
The user-defined topology allows users to:
Add, modify, and delete user-defined topology views.
Share user-defined topology views with other users.
Import existing NEs or subnets from the physical topology to a user-defined topology view to build a service view that meets the user's requirements.
Adjust the existing members in a user-defined topology view.
Topology Monitoring
View the topology in full screen or aerial view. The area being displayed in the topology can be located.
Customize topologies to focus on specific service dimensions.
Monitor the ICT systems running status.
Determine the online/offline status of a device based on the color of the device icon.
Determine the online/offline status of the device set in a subnet based on the color of the subnet icon.
Figure 3-6 shows the GUI of topology management.
[bookmark: _d0e1633]GUI of topology management


[bookmark: _EN-US_TOPIC_0102397449-chtext][bookmark: _Toc517367181]Principle
Topology Management obtains NE, subnet, and link data from resource management and link management modules and displays ICT network structures and statuses in topologies, providing intuitive monitoring for administrators.
Figure 3-7 shows the principle of topology management.
[bookmark: _en-us_topic_0097609151_fig841084163413]Principle of topology management


Topology Management obtains NE and subnet data from the resource management module. Topology Management imports link data from the link management module.
The administrator adjusts the location of network devices to display the actual network structure.
Topology Management obtains alarm, connection, and performance data from alarm management, resource management, and performance management modules and displays the data on topologies in real time.
Administrators check the connection statuses and alarm data of network devices to determine the running statuses of ICT resources.
[bookmark: _EN-US_TOPIC_0102397452-chtext][bookmark: _Toc517367182]Key Parameters
Topology Management supports a maximum of 11 layers of topology objects in a topology.
A subnet contains a maximum of 500 topology objects.
[bookmark: _EN-US_TOPIC_0102397453][bookmark: _EN-US_TOPIC_0102397453-chtext][bookmark: _Toc517367183]Home Page Views
2. [bookmark: _EN-US_TOPIC_0102397454-chtext][bookmark: _Toc517367184]Definition
Home page views display network data by creating portlets, so that users can know network-wide and key resource alarms and performance status information. Portlets are views that display device and network-wide status in lists, curves, and bar charts. Portlets are displayed in each area of a home page.
[bookmark: _EN-US_TOPIC_0102397455-chtext][bookmark: _Toc517367185]Benefits
The eSight uses portlet views on home pages to display key device data. This function helps monitor the device status, detect abnormal devices, and redirect users to performance counter monitoring pages for processing, ensuring that devices are running normally.
[bookmark: _EN-US_TOPIC_0102397457-chtext][bookmark: _Toc517367186]Function
Home page views provide home page view creation and portlet monitoring functions.
Creating Home page Page view
A user can create multiple home pages and display desired portlet views by type on different home pages. A user can modify the name of a home page view, pin a home page view, and delete a home page view.
A portlet can be managed. For example, a user can add or delete a portlet, refresh a portlet manually or in a scheduled manner, and zoom in on or zoom out of a portlet.
A user can customize portlets, and integrate third-party interfaces on the eSight home page for monitoring.
Monitoring Portlets monitoring
Users can monitor network running status using portlets on the home page. You can view the problems to be handled and sort by priority.
Users can monitor the running status of key resources.
Users learn current network components and condition and report the information to the superior unit.
Figure 3-8 shows the default home page view.
[bookmark: _d0e1882]Home page view


[bookmark: _EN-US_TOPIC_0102397458-chtext][bookmark: _Toc517367187]Principle
The homepage views of the eSight are customizable for users of different roles. On a view, desired portlets can be added to display corresponding service indicator data.
Home page views support editable view pages which intuitively display customized views. The function development personnel customize portlets based on service requirements. The home page displays each portlet and the position of each portlet can be customized to achieve the optimal visual effect. For details, see Figure 3-9.
[bookmark: _d0e1926]Editable homepage views


[bookmark: _EN-US_TOPIC_0102397461-chtext][bookmark: _Toc517367188]Key Parameters
A maximum of 50 home pages can be created on a view, and a maximum of 100 portlets can be created on a home page.
[bookmark: _EN-US_TOPIC_0102397462][bookmark: _EN-US_TOPIC_0102397462-chtext][bookmark: _Toc517367189]Big Screen Monitoring
2. [bookmark: _EN-US_TOPIC_0102397463-chtext][bookmark: _Toc517367190]Definition
In O&M centers or exhibition halls, the big screen monitoring service allows users to better monitor, present, or report statistics collected by the NMS by displaying them on big and high-resolution screens.
[bookmark: _EN-US_TOPIC_0102397464-chtext][bookmark: _Toc517367191]Benefits
Big screen monitoring allows users to view key information about the entire network or lower-layer NMSs on large, high-resolution screens in monitoring centers or exhibition halls. Information that can be monitored includes networking structures, NE and link statuses, KPIs, alarms, and topologies.
[bookmark: _EN-US_TOPIC_0102397466-chtext][bookmark: _Toc517367192]Function
Big screen monitoring provides view creation, setting of display parameters and monitoring of big screens functions.
Creating Views
Create multiple views and displays desired devices on different views. They can also rename, pin, and delete a view.
Save big screen views as templates for later direct use, improving the efficiency.
Save a big screen view as the default view for quick and direct view.
Customize a monitoring view by adding portlets of multiple services to the view. Users can delete, preview, and refresh a portlet. They can also modify the contents, locations, and layout of big screen views.
Setting Display Parameters
Users can set display parameters, including colors and layout to achieve good effects on a big screen.
Screen parameters: Include view pixels and screen matrix.
Slide lists: A maximum of 50 slide lists can be created.
Style that how pages are displayed on big screens: The style includes page skins and background colors for display on big screens.
Monitoring Big Screens
Users can preview big screens to query key view information.
The eSight Supports single-view demonstration and multiple-view slide presentation. In demonstration mode, users cannot perform operations on the views. In rotate mode, users can set the rotate interval and the views that will be played in rotate mode.
The big-screen presentation effect is shown in Figure 3-10.
[bookmark: _en-us_topic_0097609728_fig1599600021481]Big-screen presentation


[bookmark: _EN-US_TOPIC_0102397467-chtext][bookmark: _Toc517367193]Principle
The principles are as follows:
Service-related portlets are supported, so that deployed services are integrated on the same view for monitoring.
Service related portlets are displayed on big and high-resolution screens for centralized presentation and reporting.
Single-view presentation and multiple-view slide presentation display service-related portlets.
Users can customize and modify display content to meet actual service requirements.
[bookmark: _EN-US_TOPIC_0102397470-chtext][bookmark: _Toc517367194]Key Parameters
A maximum of 50 views can be created for big screen monitoring, and a maximum of 100 portlets can be created on a view.
[bookmark: _EN-US_TOPIC_0102400080][bookmark: _EN-US_TOPIC_0102400080-chtext][bookmark: _Toc517367195]Performance Management
2. [bookmark: _EN-US_TOPIC_0102400081-chtext][bookmark: _Toc517367196]Definition
The performance management component collects ICT resource performance data such as the CPU usage and memory usage to analyze and display real-time or historical performance data, helping the administrator evaluate the running status and change trend of the ICT system.
[bookmark: _EN-US_TOPIC_0102400082-chtext][bookmark: _Toc517367197]Benefits
With performance management, the administrator can timely learn the running status and change trend of OCT resources during daily maintenance, find potential problems, and take preventive measures, ensuring properly and continuous running of the ICT system.
[bookmark: _EN-US_TOPIC_0102400083-chtext][bookmark: _Toc517367198]Function
Performance management provides functions such as monitoring policy management, performance data management, and My Favorites.
Monitoring Policy Management
The monitoring policy includes the monitored object, monitoring indicator, and collection period and threshold of monitoring indicators. The administrator can flexibly configure monitoring policies for different monitoring scenarios.
Sets common indicators of the same type of device as an indicator template. When a performance collection task is created, the indicator template can be directly loaded, implementing quick setting of collection indicators for specified devices.
Sets the performance indicator threshold. When an indicator meets the threshold, eSight generates an alarm.
Adds, deletes, starts, stops, and modifies performance collection tasks.
Displays indicator collection information intuitively, specifies whether an indicator is collected directly in the table, sets the indicator collection threshold.
Performance Data Management
On the performance data overview page, you can manage performance data of various resources, including:
Displaying performance data in a curve
Setting conditions for querying performance data
Exporting the query result into a .csv file
Exporting the query result into an image file
Adding performance data directly to the favorites folder for subsequent query
Performance data


My Favorites
The administrator can add concerned data to My Favorites based on the site requirements. Overview data, historical performance data, and real-time performance data can all be added to My Favorites.
[bookmark: _EN-US_TOPIC_0102400084-chtext][bookmark: _Toc517367199]Principle
The performance management component obtains monitoring data of ICT resources and provides intuitive monitoring data for the administrator.
Figure 3-12 shows the performance management principle.
[bookmark: _d0e2421]Performance management principle


The administrator sets a performance monitoring policy for ICT resources.
The performance management component obtains information such as the ICT resource name and group through the device management module, listens for resource change events, and updates the monitoring policy.
The performance management component periodically collects performance data of ICT resources based on the performance monitoring policy. If SNMP is used to collect performance data, the performance management component delivers collection requests based on the configured collection period and the device returns performance data based on the requests. If SFTP is used to collect performance data, the performance management component delivers collection tasks to the device and the device periodically reports the collected data through SFTP.
If the collected performance data meets the threshold condition, eSight generates an alarm.
The administrator views the performance data to learn the running status and change trend of ICT resources in a timely manner.
[bookmark: _EN-US_TOPIC_0102400085-chtext][bookmark: _Toc517367200]Key Parameters
The maximum number of performance collection units is determined by the physical memory space. The mapping is as follows.
	Physical Memory
	Maximum Number of Collection Units

	32G
	640000

	64G
	1280000




A collection unit refers to collect an indicator of a resource at an interval of 15 minutes. For example, if an interface collects the interface receiving rate at an interval of 15 minutes, the number of collection units is 1. The number of collection units is also related to the collection period. The smaller the collection period is, the more the number of collection units is. For example, if an interface collects the interface receiving rate at an interval of five minutes, the number of collection units is 3.
[bookmark: _EN-US_TOPIC_0087686141][bookmark: _EN-US_TOPIC_0087686141-chtext][bookmark: _Toc517367201]Report Management
2. [bookmark: _EN-US_TOPIC_0087686142-chtext][bookmark: _Toc517367202]Definition
The report management component provides an E2E data analysis framework and report display platform, allowing the administrator to view and compare data from different dimensions and generate the required report.
Table 3-4 describes the report types supported by the report management component.
[bookmark: _d0e2571]Supported report types
	Type
	Description
	Feature
	Typical Scenario

	Agile report
	This type of report is used for multi-dimensional self-service analysis. The administrator can drag and drop dimension and measurement items to customize a report. In this way, the administrator can quickly perform self-service data analysis and obtain valid data.
	Presents report data in multiple dimensions.
Supports drag-and-drop operations to quickly create custom reports.
	The types of reports are applicable to complex multi-dimensional analysis scenarios. Concerned data is displayed in charts to support effective decision-making.

	Periodical report
	This type of report is used for service analysis and assessment. The administrator can define periodical tasks to generate report data at regular intervals. The system sends the report data to specific personnel by email.
	Analyzes historical report data.
Sends email notifications.
	

	Dashboard
	This type of report is used for Key Performance Indicator (KPI) monitoring. It supports automatic identification and association of KPIs.
	Supports the view of multiple reports simultaneously.
	This type of report is applicable to scenarios where users need to monitor, compare, and analyze service KPIs.



[bookmark: _EN-US_TOPIC_0087686143-chtext][bookmark: _Toc517367203]Benefits
Report management supports multi-dimensional self-service analysis, dashboard association monitoring, and email notification, helping the administrator quickly master the overall KPIs and health status of the ICT system and providing support for O&M decision-making.
[bookmark: _EN-US_TOPIC_0087686144-chtext][bookmark: _Toc517367204]Function
Report management provides functions such as data processing, report display, periodical report, and email notification.
Data Processing
The administrator can drag multiple dimensions and measures to combine them, implementing quick analysis and computing to obtain effective service data.
Uses the Extract, Transform, Load (ETL) to extract, transform, and load data, preparing data for analysis.
Uses the Multidimensional Online Analytical Processing (MOLAP) technology to provide an interactive GUI, which allows users to quickly extract service data from a large amount of data.
Drags measures and dimensions on the page to design reports.
Supports value filtering, sorting, and flexible condition formats.
Provides various calculation functions, such as parallel comparison, chain comparison, average value calculation, and sum calculation.
Provides various report analysis capabilities, such as drilling, rolling, slicing, and top N sorting.
Supports real-time updating of report data, that is, the system can automatically update reports based the latest report format.
Report Display
The Report Management component can intuitively display the query result in dashboards and custom reports, helping users quickly understand service data, monitor service KPIs, and troubleshoot faults.
Displays multi-dimensional data dynamically to implement fast, flexible, and self-service data analysis.
Displays data by combining multiple charts and reports to monitor service KPIs in real time and analyze service data.
Exports reports in the PDF, Word, Excel , and CSV formats.
Figure 3-13 shows the report interface.
[bookmark: _d0e2741]Report interface


Periodical Report
eSight supports various periodical reports, including the hourly report, daily report, weekly report, monthly report, quarterly report, semi-annual report, and annual report.
Set a time range for statistics collection of periodical reports.
Sends email notifications.
Enables and disables periodical report tasks.
[bookmark: _EN-US_TOPIC_0087686145-chtext][bookmark: _Toc517367205]Principle
Service components periodically report data to the report management component. After processing the data, the report management component displays the data in charts.
Figure 3-14 shows the report management principle.
[bookmark: _d0e2793]Report management principle


The administrator can add, delete, modify, and query reports (such as the dashboard report, custom report, and periodical report).
Service components, such as the network device management, periodically report original service data to the report management component. The report management component processes the data and displays the processed data to the administrator.
[bookmark: _EN-US_TOPIC_0087686146-chtext][bookmark: _Toc517367206]Key Parameters
The number of records queried and exported in a report is determined by the size of the physical memory. The following table describes the specific mapping.
	Physical Memory
	Number of Records

	<128G
	100000

	≥128G
	500000



[bookmark: _EN-US_TOPIC_0108433611][bookmark: _EN-US_TOPIC_0108433611-chtext][bookmark: _Toc517367207]Server Management
2. [bookmark: _EN-US_TOPIC_0108433612-chtext][bookmark: _Toc517367208]Server Device Management
7. [bookmark: _EN-US_TOPIC_0108433613-chtext][bookmark: _Toc517367209]Definition
eSight supports centralized management of Huawei and third-party servers. After adding servers to eSight, administrators can view server health status, alarms, performance, and topologies.
Huawei servers
eSight manages Huawei servers through SNMP, IPMI, and Redfish. Huawei servers that can be managed by eSight include rack, blade, high-density, KunLun and heterogeneous servers.
Third-party servers
eSight manages third-party servers through SNMP and IPMI. Third-party servers that can be managed by eSight include HP, DELL, and SUN servers.
[bookmark: _EN-US_TOPIC_0108433614-chtext][bookmark: _Toc517367210]Benefits
Huawei and third-party servers are managed in a centralized manner, improving management efficiency.
[bookmark: _EN-US_TOPIC_0108433615-chtext][bookmark: _Toc517367211]Function
eSight supports server device access and monitoring.
Server Access
eSight accesses servers based on parameters such as server IP addresses. After setting the server access parameters, administrators can add servers to eSight in any of the following modes: one-at-a-time server addition, automatic server discovery, and batch server import.
Server Monitoring
eSight allows administrators to view basic information and hardware health status of servers. The hardware includes hard disks, CPUs, DIMMs, power supply units (PSUs), fan modules, mainboards, RAID controller cards, and network interface cards (NICs).
eSight allows administrators to switch to server device management pages remotely.
Server basic information and hardware health status


[bookmark: _EN-US_TOPIC_0108433616-chtext][bookmark: _Toc517367212]Principle
Figure 3-16 shows how server devices are managed in eSight.
[bookmark: _d0e3083]Server device management flowchart


The working principle is described as follows:
1. An administrator sets server access parameters on the eSight s. Then, the server device management module of eSight adds the servers to eSight.
1. eSight periodically queries hardware, performance, and alarm information of servers added to eSight, and the servers report the information queried to eSight.
1. The server device management module delivers the information obtained to the topology management module, performance management module, and alarm management module.
Table 3-5 introduces the protocols that eSight adopts to manage server devices.
[bookmark: _d0e3101]Server device management protocols
	Monitoring Item
	Protocol
	Statistics Obtaining Cycle

	Hardware information query
	SNMP for V2 and V3 servers
IMPI for V1 servers
Redfish for V5 servers
	eSight automatically obtains server hardware information every 12 hours by default.

	Alarm query
	SNMP
	eSight automatically queries server alarms when obtaining server hardware information.

	Alarm reporting
	SNMP
	Servers automatically report alarms to eSight in real time.

	Performance query
	SNMP for V1, V2, and V3 servers
Redfish for V5 servers
	When creating a performance query task, administrators can configure the cycle for querying desired performance counters.



[bookmark: _EN-US_TOPIC_0108433617-chtext][bookmark: _Toc517367213]Key Parameters
Key counters for server device management are as follows:
When deployed on a standard-configuration server, eSight can manage a maximum of 2500 server devices.
When deployed on a high-configuration server, eSight can manage a maximum of 10000 server devices.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk.
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk.
[bookmark: _EN-US_TOPIC_0108433618-chtext][bookmark: _Toc517367214]Firmware Upgrade Management
7. [bookmark: _EN-US_TOPIC_0108433619-chtext][bookmark: _Toc517367215]Definition
eSight supports automatic upgrades of firmware embedded in Huawei servers.
[bookmark: _EN-US_TOPIC_0108433620-chtext][bookmark: _Toc517367216]Benefits
eSight automatically detects, downloads, and upgrades firmware versions, shortening upgrade cycles, improving server maintenance efficiency, and reducing maintenance costs.
[bookmark: _EN-US_TOPIC_0108433621-chtext][bookmark: _Toc517367217]Function
Firmware upgrade management includes:
Baseline management
The upgrade package baseline management function of eSight enables administrators to customize a baseline package or configure the eSight to automatically synchronize the baseline package at http://support.huawei.com. eSight automatically checks server firmware versions based on the versions defined in baseline packages and reports errors detected. In this way, administrators can obtain the latest updates of Huawei server firmware versions.
Upgrade task management
eSight supports task-based automatic firmware upgrade. Administrators can create firmware upgrade tasks as required.
Report management
eSight allows administrators to view firmware upgrade statistics reports and firmware upgrade statistics summaries.
[bookmark: _EN-US_TOPIC_0108433622-chtext][bookmark: _Toc517367218]Principle
Server firmware upgrades support three networking modes: in-band, fully out-of-band, and out-of-band. The working principles of server firmware upgrades vary depending on the networking mode.
Table 3-6 describes the networking modes.
[bookmark: _d0e3392]Networking mode descriptions
	Networking Mode
	Communication Mode
	Remarks

	In-band
	Server devices communicate with the eSight service IP address.
	Servers need to invoke DHCP clients to obtain the eSight service IP address.

	Out-of-band/Fully out-of-band
	Server devices communicate with the eSight server management IP address.
	Servers use the eSight server management IP address to connect to eSight.




In-band and fully out-of-band firmware upgrades are to upgrade firmware using the small OS automatically mounted by eSight.
Out-of-band upgrades are to upgrade firmware through sending commands to the iBMC.
Working Principle for an In-Band Firmware Upgrade
Figure 3-17 shows the working principle for an in-band firmware upgrade.
[bookmark: _d0e3447]Working principle flowchart


Working principle description
	No.
	Description

	1
	An administrator creates a firmware upgrade task for a server in eSight.

	2
	eSight automatically mounts the small OS to the server virtual CD-ROM drive and delivers a server OS restart command.

	3
	After the small OS is mounted successfully, eSight invokes the DHCP service to send a request to the server to obtain the server's service plane IP address.

	4
	The DHCP service allocates the service plane IP address to the server.

	5
	The server obtains firmware upgrade packages and configuration files from eSight.

	6
	eSight loads the firmware upgrade packages and configuration files to a specified directory on the server.

	7
	The server firmware automatically upgrades based on the firmware upgrade task and sends the firmware upgrade result to eSight.

	8
	The administrator views the firmware upgrade result in eSight.



Working Principle for a Fully Out-of-Band Firmware Upgrade
Figure 3-18 shows the working principle for a fully out-of-band firmware upgrade.
[bookmark: _d0e3532]Working principle flowchart


Working principle description
	No.
	Remarks

	1
	An administrator creates a firmware upgrade task for a server in eSight.

	2
	eSight automatically mounts the small OS to the server virtual CD-ROM drive and delivers a server OS restart command.

	3
	The server obtains firmware upgrade packages and configuration files from eSight.

	4
	eSight loads the firmware upgrade packages and configuration files to a specified directory on the server.

	5
	The server firmware automatically upgrades based on the firmware upgrade task and sends the firmware upgrade result to eSight.

	6
	The administrator views the firmware upgrade result in eSight.



Working Principle for an Out-of-Band Firmware Upgrade
Figure 3-19 shows the working principle for an out-of band firmware upgrade.
[bookmark: _d0e3603]Working principle flowchart


Working principle description
	No.
	Description

	1
	An administrator creates a firmware upgrade task for a server in eSight.

	2
	The server obtains firmware upgrade packages and configuration files from eSight.

	3
	eSight loads the firmware upgrade packages and configuration files to a specified directory on the server.

	4
	The server firmware automatically upgrades based on the firmware upgrade task and sends the firmware upgrade result to eSight.

	5
	The administrator views the firmware upgrade result in eSight.



[bookmark: _EN-US_TOPIC_0108433623-chtext][bookmark: _Toc517367219]Key Parameters
eSight supports a maximum of 10 concurrent firmware upgrade tasks.
[bookmark: _EN-US_TOPIC_0108433624-chtext][bookmark: _Toc517367220]Server Configuration and Deployment
7. [bookmark: _EN-US_TOPIC_0108433625-chtext][bookmark: _Toc517367221]Definition
eSight supports template-based server configuration and deployment. Administrators can define common server configurations, including RAID controller card, BIOS, and OS information, as templates. After that they can create template-based deployment tasks to deploy configurations to servers in batches.
[bookmark: _EN-US_TOPIC_0108433626-chtext][bookmark: _Toc517367222]Benefits
The server configuration and deployment function enables simple, automatic batch deployment of RAID, BIOS, OS, and other configuration, improving configuration and deployment efficiency, and reducing server O&M costs.
[bookmark: _EN-US_TOPIC_0108433627-chtext][bookmark: _Toc517367223]Function
Server configuration and deployment implements the following:
Template management
Administrators can create BIOS, RAID, OS, iBMC, CNA, switch module, network, and power control templates. After configuring configuration templates, administrators can use the template to generate typical configuration files quickly, which can then be used to deploy servers in batches.
Task management
By creating a template task, administrators can deliver the configuration in the template to devices according to the deployment policy.
By creating a batch replication task, administrators can deliver the configuration of the source device to target devices according to the deployment policy.
Software source management
Administrators can upload, change, or delete OS software packages.
[bookmark: _EN-US_TOPIC_0108433628-chtext][bookmark: _Toc517367224]Principle
Server configuration and deployment supports three networking modes: in-band, fully out-of-band, and out-of-band. The working principles of server configuration and deployment vary depending on the networking mode.
Table 3-10 describes the networking modes.
[bookmark: _d0e3870]Networking mode descriptions
	Networking Mode
	Communication Mode
	Remarks

	In-band
	Server devices communicate with the eSight service IP address.
	Servers need to invoke DHCP clients to obtain the eSight service IP address.

	Out-of-band/Fully out-of-band
	Server devices communicate with the eSight server management IP address.
	Servers use the eSight server management IP address to connect to eSight.




In-band and fully out-of-band deployment are to deploy servers in batches using the small OS automatically mounted by eSight.
Out-of-band deployment is to deploy servers in batches using the iBMC.
Working Principle of In-Band Configuration and Deployment
Figure 3-20 shows the working principle of in-band configuration and deployment.
[bookmark: _d0e3925]Working principle flowchart


Working principle description
	No.
	Description

	1
	An administrator creates a configuration and deployment task for a server in eSight.

	2
	eSight automatically mounts the small OS to the server virtual CD-ROM drive and delivers a server OS restart command.

	3
	After the small OS is mounted successfully, eSight invokes the DHCP service to send a request to the server to obtain the server's service plane IP address.

	4
	The DHCP service allocates the service plane IP address to the server.

	5
	The server obtains the configuration and deployment file from eSight.

	6
	eSight encapsulates the configuration information into XML files in a certain format and delivers the XML files to a server.

	7
	The server automatically deploys the configuration based on the XML files and sends the configuration and deployment result to eSight.

	8
	The administrator views the configuration and deployment result in eSight.



Working Principle of Fully Out-of-Band Configuration and Deployment
Figure 3-21 shows the working principle of fully out-of-band configuration and deployment.
[bookmark: _d0e4010]Working principle flowchart


Working principle description
	No.
	Description

	1
	An administrator creates a configuration and deployment task for a server in eSight.

	2
	eSight automatically mounts the small OS to the server virtual CD-ROM drive and delivers a server OS restart command.

	3
	The server obtains the configuration and deployment file from eSight.

	4
	eSight encapsulates the configuration information into XML files in a certain format and delivers the XML files to a server.

	5
	The server automatically deploys the configuration based on the XML files and sends the configuration and deployment result to eSight.

	6
	The administrator views the configuration and deployment result in eSight.



Working Principle of Out-of-Band Configuration and Deployment
Figure 3-22 shows the working principle of out-of-band configuration and deployment.
[bookmark: _d0e4081]Working principle flowchart


Working principle description
	No.
	Description

	1
	An administrator creates a configuration and deployment task for a server in eSight.

	2
	The server obtains the configuration and deployment file from eSight.

	3
	eSight encapsulates the configuration information into XML files in a certain format and delivers the XML files to a server.

	4
	The server automatically deploys the configuration based on the XML files and sends the configuration and deployment result to eSight.

	5
	The administrator views the configuration and deployment result in eSight.



[bookmark: _EN-US_TOPIC_0108433629-chtext][bookmark: _Toc517367225]Key Parameters
eSight supports a maximum of 10 concurrent configuration and deployment tasks.
[bookmark: _EN-US_TOPIC_0108433630-chtext][bookmark: _Toc517367226]Server Stateless Computing
7. [bookmark: _EN-US_TOPIC_0108433631-chtext][bookmark: _Toc517367227]Definition
The stateless computing function separates server hardware from hardware attributes to automatically deploy and replace servers and migrate services. 
Stateless computing does not require server reconfiguration, making computing stateless and enabling plug-and-play.
[bookmark: _EN-US_TOPIC_0108433632-chtext][bookmark: _Toc517367228]Benefits
When faults occur on servers, eSight automatically migrates server services for service recovery based on templates and administrator configurations. This improves O&M efficiency and reduces O&M costs.
[bookmark: _EN-US_TOPIC_0108433633-chtext][bookmark: _Toc517367229]Function
Stateless computing enables fast server hardware configuration replacement and automatic service migration. 
Stateless computing implements the following functions:
Domain management
Administrators can quickly associate stateless computing servers with profiles or group profiles.
Configuration item management
Administrators can configure pools, adapters, BIOS policies, and VLAN groups to implement unified hardware configuration for stateless computing servers.
Profile management
Administrators can configure different combinations of pools, adapters, and BIOS policies in profiles or group profiles, and use the profiles or group profiles to implement fast configuration and deployment for new servers.
Automatic migration management
Automatic migration separates server hardware from its configuration, automatically migrates the configuration to a new server, and activates the new server to run services, ensuring service continuity.
[bookmark: _EN-US_TOPIC_0108433635-chtext][bookmark: _Toc517367230]Principle
Stateless computing supports two networking modes: in-band and fully out-of-band. The stateless computing working principle varies depending on the networking mode.
Table 3-14 describes the networking modes.
[bookmark: _d0e4353]Networking mode descriptions
	Networking Mode
	Communication Mode
	Remarks

	In-band
	Server devices communicate with the eSight service IP address.
	Servers need to invoke DHCP clients to obtain the eSight service IP address.

	Fully out-of-band
	Server devices communicate with the eSight server management IP address.
	Servers use the eSight server management IP address to connect to eSight.




In in-band and fully out-of-band modes, eSight automatically mounts a small OS to the virtual CD-ROM drive of a device to execute stateless computing for the device.
Working Principle of In-Band Stateless Computing
Figure 3-23 shows the working principle of in-band stateless computing.
[bookmark: _d0e4405]Working principle flowchart


Working principle description
	No.
	Description

	1
	An administrator associates a device and a profile in eSight.

	2
	The profile task triggers the server to send a power-on request to eSight.

	3
	The administrator triggers the profile activation task. eSight automatically mounts the small OS to the server virtual CD-ROM drive and delivers a power-on permit command.

	4
	After the small OS is mounted successfully, eSight invokes the DHCP service to send a request to the server to obtain the server's service plane IP address.

	5
	The DHCP service allocates the service plane IP address to the server.

	6
	eSight sends the SFTP information and profile file path to the small OS.

	7
	The small OS downloads the profile file from eSight.

	8
	The small OS automatically configures information based on the profile file and sends the configuration result to eSight.

	9
	The administrator views the profile activation result in eSight.



Working Principle of Fully Out-of-Band Stateless Computing
Figure 3-24 shows the working principle of fully out-of-band stateless computing.
[bookmark: _d0e4497]Working principle flowchart


Working principle description
	No.
	Description

	1
	An administrator associates a device and a profile in eSight.

	2
	The profile task triggers the server to send a power-on request to eSight.

	3
	The administrator triggers the profile activation task. eSight automatically mounts the small OS to the server virtual CD-ROM drive and delivers a power-on permit command.

	4
	eSight sends the SFTP information and profile file path to the iBMC. Then the iBMC forwards them to the small OS.

	5
	The small OS downloads the profile file from eSight.

	6
	The small OS automatically configures information based on the profile file and sends the configuration result to eSight.

	7
	The administrator views the profile activation result in eSight.



[bookmark: _EN-US_TOPIC_0108433636-chtext][bookmark: _Toc517367231]Key Parameters
N/A
[bookmark: _EN-US_TOPIC_0096553041][bookmark: _EN-US_TOPIC_0096553041-chtext][bookmark: _Toc517367232]Storage Management
2. [bookmark: _EN-US_TOPIC_0096553042-chtext][bookmark: _Toc517367233]Storage Subnet Management
8. [bookmark: _EN-US_TOPIC_0096553043-chtext][bookmark: _Toc517367234]Definition
The storage subnet management function can improve the efficiency of administrators in operating and maintaining storage devices as well as storage utilization.
[bookmark: _EN-US_TOPIC_0096553044-chtext][bookmark: _Toc517367235]Benefits
The storage subnet management function can improve the efficiency of administrators in operating and maintaining storage devices as well as storage utilization.
[bookmark: _EN-US_TOPIC_0096553045-chtext][bookmark: _Toc517367236]Functions
Detecting storage devices:
Detects storage devices and hosts. Adding a single storage device, batch import, and automatic detection are supported.
Obtains details about storage devices, hosts, and components.
Related parameters of the basic information


Monitoring storage devices:
Monitors information about the device statuses, alarms, performance, and capacity.
Provides health evaluation for storage devices.
Health management


Calculates and displays performance data of storage devices, hosts, and associated disks. Data can be displayed based on different time segments, and the report export and parallel comparison are provided.
Storage device performance report


Calculates and displays performance data of storage devices, hosts, and associated disks. The capacity data within a period can be predicted by using the historical data and the capacity report can be exported.
Storage device capacity report


[bookmark: _EN-US_TOPIC_0096553046-chtext][bookmark: _Toc517367237]Principles
The storage subnet management function enables storage device access and monitoring. The following shows the working principles:
Storage subnet management principle


An administrator sets the device user name, password, and protocol parameters on eSight and then connects eSight to the device by using the storage subnet management module.
The connected device reports data of the components, performance, alarms, and capacity to eSight.
The data is transferred to management modules of the topology, performance, alarms, and reports.
[bookmark: _EN-US_TOPIC_0096553047-chtext][bookmark: _Toc517367238]Key Parameters
If eSight is deployed on a server with standard configuration, it can manage a maximum of 500 entry-level storage devices, 250 mid-range storage devices, or 30 high-end storage devices.
If eSight is deployed on a server with high configuration, it can manage a maximum of 2000 entry-level storage devices, 1000 mid-range storage devices, or 125 high-end storage devices.
[bookmark: _EN-US_TOPIC_0096553048-chtext][bookmark: _Toc517367239]Storage Network Analysis
8. [bookmark: _EN-US_TOPIC_0096553049-chtext][bookmark: _Toc517367240]Definition
The storage network analysis component is a professional monitoring and analysis tool dedicated to SAN/NAS storage network environments.
[bookmark: _EN-US_TOPIC_0096553050-chtext][bookmark: _Toc517367241]Benefits
The storage network analysis component implements multi-layer monitoring and analysis, improves fault location, and reduces O&M costs.
[bookmark: _EN-US_TOPIC_0116133161-chtext][bookmark: _Toc517367242]Functions
The Storage Network Analysis can be used to automatically discover SAN and NAS topologies, monitor SAN and NAS alarms, and monitor storage path performance. The topologies are global or customized. The provided NE topologies, host path graphs, and historical and real-time performance graphs help analyze NEs at different levels.
Viewing the Topology

A maximum of 1000 hosts and 500 storage devices can be displayed in the topology.
You can view the topology to learn the overall network layout, device connectivity, and device operating status.
eSight supports the global view and customized view for different application scenarios.
Global view: Displays global physical connections between all NEs.
Customized view: Displays service connections between all NEs. Network administrators can select NEs that they want to display on a view, enabling accurate monitoring and efficient operation and maintenance (O&M).
A view consists of NEs and links.
SAN Analyzer view


	Concept
	Description

	NE
	An NE contains hardware and the software running on the hardware. An NE will be automatically displayed on the physical view once being connected to eSight. You can view alarms and performance indicators of physical NEs.

	Link
	Physical connections between NEs.
Dashed lines are links that are manually created. When hosts or virtualization servers are directly connected to storage systems, links cannot be automatically discovered and must be manually created.



Viewing a Host Path Graph
During network analysis, you must understand the mapping among the selected host, applications, and storage resources. You can go to the host path graph of the target host from the global view or customized view to implement specific analysis for the host.
The host path graph displays the mapping among the host, application, hard disks, ports, switches, hard disk arrays, storage controllers, storage devices, and LUNs. You can view the historical and real-time performance of NEs and links in a host path graph.
Host path graph


Viewing Alarms
You can view alarms on a topology to intuitively analyze and diagnose faults.
You can use either of the following methods to display alarms:
Displaying threshold alarms: Threshold alarms of an NE are displayed on a topology view. Alarms of different severities and quantity are displayed in different colors. If you find any performance indicator exceeds the threshold, you can adjust resources, devices, and thresholds in a timely manner.
Displaying the alarm list: You can go to the alarm list page from a topology view to view all device alarms. The alarm list will display the name, source, diagnosis information about alarms.
Displaying threshold alarms


Viewing Historical and Real-Time Performance
You can view the historical and real-time performance of an NE on a SAN topology or host path graph to intuitively analyze performance and quickly diagnose faults.
Displaying historical and real-time performance


[bookmark: _EN-US_TOPIC_0096553052-chtext][bookmark: _Toc517367243]Principles
The following shows the working principles of the storage network analysis.
Storage network analysis principles


After eSight is connected to a storage device, the storage network analysis module can obtain device information from the storage subnet management module and generate a global view.
Users can create user-defined views as required.
You can check the information about the association among devices and performance information in the global view and user-defined view.
[bookmark: _EN-US_TOPIC_0096553053-chtext][bookmark: _Toc517367244]Key Parameters
None
[bookmark: _EN-US_TOPIC_0096553054-chtext][bookmark: _Toc517367245]Storage Resource Allocation
8. [bookmark: _EN-US_TOPIC_0096553055-chtext][bookmark: _Toc517367246]Definition
eSight storage resource allocation function allows you to batch create storage pools, LUNs, and host mappings for different types of storage devices and provides resource reclamation function, achieving unified storage resource allocation and management. 
[bookmark: _EN-US_TOPIC_0096553056-chtext][bookmark: _Toc517367247]Benefits
This function helps users to batch create storage pools, LUNs, and host mappings, increasing the resource allocation efficiency. 
[bookmark: _EN-US_TOPIC_0096553057-chtext][bookmark: _Toc517367248]Functions
The following functions can be implemented:
You can batch create storage pools, LUNs, and mappings on multiple storage devices.
Creating a resource allocation task


Enables you to run the customized configuration script on the storage devices for user-defined configuration.
Create a customized configuration


Resource reclamation. For LUNs that have been mapped to hosts, remove the mapping and delete the LUNs. For LUNs that have not been mapped to any hosts, directly delete the LUNs.
Create a resource reclamation task


You can save configuration tasks as common configurations for subsequent use.
[bookmark: _EN-US_TOPIC_0096553058-chtext][bookmark: _Toc517367249]Principles
Storage resource allocation principles


After an administrator creates storage allocation task on the GUI, the storage resource allocation module delivers the task to a storage device. The storage device finishes the task and then returns results to the storage resource allocation module.
After an administrator creates resource reclaiming task, the storage resource allocation module will execute this task.
[bookmark: _EN-US_TOPIC_0096553059-chtext][bookmark: _Toc517367250]Key Parameters
None
[bookmark: _EN-US_TOPIC_0096553060][bookmark: _EN-US_TOPIC_0096553060-chtext][bookmark: _Toc517367251]Virtual Resource Management
The Virtual Resource Management feature provides basic virtual resource management functions and integrates entries for information query, maintenance, and operation of a single NE into one page, which facilitates monitoring and maintenance of a single NE.
2. [bookmark: _EN-US_TOPIC_0096553061-chtext][bookmark: _Toc517367252]Definition
The Virtual Resource Management feature provides the function of centrally monitoring virtual computing infrastructure such as the FusionSphere OpenStack, Redhat OpenStack, VMware ESX/ESXi Server, VMware vCenter Server, and FusionCompute.
[bookmark: _EN-US_TOPIC_0096553062-chtext][bookmark: _Toc517367253]Benefits
The status, alarms, and performance of virtual resources can be monitored. The association relationship between physical resources and virtual resources can be displayed in the topology. Faults can be troubleshooted quickly, reducing the O&M cost.
[bookmark: _EN-US_TOPIC_0096553063-chtext][bookmark: _Toc517367254]Function
eSight provides virtual resource management functions and integrates entries for information query, maintenance, and operation of a single NE into one page, which facilitates monitoring and maintenance of a single NE.
Virtual Resource Access
The Virtual Resource Access function accesses and monitors virtual computing infrastructure such as the FusionSphere OpenStack, Redhat OpenStack, VMware ESX/ESXi Server, VMware vCenter Server, and FusionCompute.
Virtual Resource Monitoring
Performance monitoring
O&M personnel can monitor the CPU/memory usage of hosts and VMs and set global thresholds on the home page, facilitating flexible monitoring of virtual resources.
Alarm monitoring
Alarm monitoring and alarm synchronization are supported.
Key monitored objects
For vCenter Server and FusionCompute, O&M personnel can specify VMs of VIP tenants as key monitored objects and view the following performance indicators on the home page or a large screen: VM status, CPU/memory/disk usage, network adapter incoming/outgoing traffic rate, and disk read/write rate and latency.
Key monitored objects


Top N monitoring
O&M personnel can monitor the top N VMs, hosts, and clusters with the highest CPU usage, memory usage, and disk usage on the home page.
Top N monitoring


Region monitoring
For the vCenter Server and FusionCompute, the region monitoring function centrally monitors the healthiness of data center virtual resources and corresponding public ports. Users can understand the overall healthiness information of the data center on the region monitoring page, and drill down by layer to locate the specific faulty VM. In addition, users can drag the time scroll bar to view historical running information of the data center.
Region monitoring


VM component topology
For the FusionSphere OpenStack and FusionCompute, O&M personnel can view virtual components such as cloud disks and ports of VMs, and view the mapping between virtual components and physical resources in the component topology.
VM component topology


VM physical topology
For the FusionSphere OpenStack and FusionCompute, O&M personnel can view the network topology from the physical device where the VM is located to the external routers from the VM perspective.
VM physical topology


Virtual Resource Configuration and Synchronization
Configuring the global threshold and performance alarm threshold
Users can configure the alarm threshold and monitoring thresholds of KPIs such as the CPU usage and memory usage to flexibly monitor virtual resources.
Synchronizing virtual resources
When the status of virtual resources managed by eSight changes, you can manually synchronize the changes or configure a synchronization policy to synchronize the changes at a scheduled time, ensuring that the virtual infrastructure information is updated in time.
Global Search
O&M personnel can search for VMs by name, IP address, and ID, click a VM in the search result to open the NE Manager, and add a VM as a key monitored object.
[bookmark: _EN-US_TOPIC_0096553064-chtext][bookmark: _Toc517367255]Principle
The Virtual Resource Management feature provides the functions of accessing, monitoring, and configuring virtual resources, which facilitates O&M management of virtual resources.
Figure 3-44 shows the principle of the virtual resource management.
[bookmark: _d0e5683]Virtual resource management principle


The administrator accesses and synchronizes virtual resources through resource management.
The administrator quickly monitors the status and usage of virtual resources through global search or regional monitoring.
The administrator can configure the alarm and performance thresholds for sending resource usage notifications.
[bookmark: _EN-US_TOPIC_0096553065-chtext][bookmark: _Toc517367256]Key Parameters
When deployed on a Standard-configuration server, eSight can manage a maximum of 5000 VMs.
When deployed on a high-configuration server, eSight can manage a maximum of 20000 VMs.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk
[bookmark: _EN-US_TOPIC_0087624228][bookmark: _EN-US_TOPIC_0087624228-chtext][bookmark: _Toc517367257]Network Management
2. [bookmark: _EN-US_TOPIC_0087856708-chtext][bookmark: _Toc517367258]Home Page Portal
eSight provides Portals on the home page for network monitoring. You can customize the content to be displayed on the home page and the layout of Portals.
AppBase Portal
Top N Average CPU Usage
Displays Top N (10 by default) devices that have the highest CPU usage in the last hour, the last 24 hours, or the last 7 days.
Top N Average Memory Usage
Displays Top N (10 by default) devices that have the highest memory usage in the last hour, the last 24 hours, or the last 7 days.
Top N NE Alarm Statistics
Displays the number of critical, major, minor, and warning alarms on Top N (10 by default) devices.
Customized Topology
Displays the network connections and running status of devices in a customized topology.
Alarm Radar
Displays NEs with many critical alarms.
Followed NE Alarm
Displays the status of latest ten alarms of followed NEs.
Alarm Statistics
Displays the number of alarms of various alarm levels by group.
Device Resource Statistics
Displays current device resource statistics by category.
Network Portal
Top N Inbound Bandwidth Usage on Interface
Displays Top N (10 by default) interfaces that have the highest inbound bandwidth usage in the last hour, the last 24 hours, or the last 7 days.
Top N Outbound Bandwidth Usage on Interface
Displays Top N (10 by default) interfaces that have the highest outbound bandwidth usage in the last hour, the last 24 hours, or the last 7 days.
Top N Average Interface Receive Rate
Displays Top N interface receive rates in the last hour, the last 24 hours, or the last 7 days.
Top N Average Interface Transmit Rate
Displays Top N interface transmit rates in the last hour, the last 24 hours, or the last 7 days.
Interface Receive Rate
Displays interface receive rates of selected devices.
Interface Transmit Rate
Displays interface transmit rates of selected devices.
Network Device Status
Displays the number and distribution of network devices in different states, including critical alarm, major alarm, minor alarm, info, normal, offline, unmanaged, and SNMP unreachable.
TAM Portal
Number Changes of Online Terminals
Displays the changes in the number of online terminals in a period.
[bookmark: en-us_topic_0080903078_section11823081]WLAN Portal
Wireless Resource Statistics
Displays the number of online, offline, unmanaged, and total ACs, the number of online, offline, faulty, unmatched, and total Fit APs, and the number of online, offline, and total Fat APs.
Top N AP Upstream Traffic and Channel Usage
Displays Top N APs with the highest upstream traffic and channel usage.
Top N AP Interface Traffic Statistics
Displays Top N APs with highest interface traffic statistics on the current network. (Only APs of the WLAN V2R5 and later versions are supported.)
Top N AP Association Failure Rate
Displays Top N APs with the highest STA association failure rates.
Top N SSID User Statistics
Displays Top N SSIDs with the most access users associated.
Top N AC/AP CPU Usage
Displays Top N ACs or APs with the highest CPU usage.
Top N AC/AP Memory Usage
Displays Top N ACs or APs with the highest memory usage.
Top N Region Statistics
Displays the number of APs and users in Top N regions.
WLAN Channel Usage
Displays the trend of WLAN channel usage within a specified period.
WLAN Online User Statistics
Displays the trend on the number of online WLAN users in a specified period.
User Statistics by Radio Type
Displays the statistics of 2.4G and 5G users.
Rogue Device and Client Statistics
Displays the number of rogue devices and clients on the wireless network.
Interference Source Statistics
Displays the interference source types and number of each type interference sources that have influence on the wireless network.
User Distribution
Displays user distribution information.
Regional Traffic Statistics
Displays traffic statistics in the last 1 and 24 hours by regions.
SSID Traffic Statistics
Displays traffic statistics in the last 1 and 24 hours by SSIDs.
2.4G/5G User Statistics
Displays 2.4G and 5G user statistics in the last 1 and 24 hours.
SSID User Statistics
Displays user statistics in the last 1 and 24 hours by SSIDs.
Security Statistics
Displays statistics on rogue devices, unauthorized clients, interference, and attacks.
Top N Client with Low SNR
Displays Top N client information with low SNRs.
Top N Client with Low Speed
Displays Top N client information with low negotiation speeds.
Top N Client with Low RSSI
Displays Top N client information with low RSSIs.
User Device Distribution by Type
Displays user device distribution by the type in a period of time.
User Distribution by Operating System
Displays user distribution by the operating system.
User Distribution by Role
Displays user distribution by the role.
User Distribution by Vendor
Displays user distribution by the vendor.

The User Device Distribution by Type, User Distribution by Operating System, User Distribution by Role, and User Distribution by Vendor portals are displayed only after eSight is successfully connected to the Agile Controller-Campus.
SLA Portal
Top N Minimum SLA Compliance
Displays Top N tasks with lowest SLA compliance.
Recent Smart Policy Tasks
Displays smart policy tasks triggered recently.
Top N ICMP Indicators
Displays Top N SLA ICMP indicators in a recent period.
Top N ICMP Jitter Indicators
Displays Top N SLA ICMP Jitter indicators in a recent period.
Top N UDP Indicators
Displays Top N SLA UDP indicators in a recent period.
Top N UDP Jitter Indicators
Displays Top N SLA UDP Jitter indicators in a recent period.
Top N TCP Indicators
Displays Top N SLA TCP indicators in a recent period.
Top N SNMP Indicators
Displays Top N SLA SNMP indicators in a recent period.
Top N DNS Indicators
Displays Top N SLA DNS indicators in a recent period.
Top N DHCP Indicators
Displays Top N SLA DHCP indicators in a recent period.
Top N HTTP Indicators
Displays Top N SLA HTTP indicators in a recent period.
Top N FTP Indicators
Displays Top N SLA FTP indicators in a recent period.
Top N LSP Ping Indicators
Displays Top N SLA LSP Ping indicators in a recent period.
Top N LSP Jitter Indicators
Displays Top N SLA LSP Jitter indicators in a recent period.
Indicator Trend
Displays the trend of a specific indicator in selected tasks in a recent period.
QoS Portal
Top N Bandwidth Usage with Traffic Classifier Information
Displays Top N devices with highest bandwidth usage, containing traffic classifier information.
Top N Rates Matching a Traffic Classifier
Displays Top N rates of packets matching a traffic classifier in a recent period.
Top N CIRs
Displays Top N rates that exceed the CIR in a recent period.
Top N Packet Drop Rates
Displays Top N packet drop rates in a recent period.
Top N Packet Transmission Rates
Displays Top N packet transmission rates in a recent period.
Top N Tail-Drop Packets
Displays statistics on Tail-Drop packets in a recent period.
Top N Randomly Discarded Packets
Displays statistics on randomly discarded packets in a recent period.
NTA Portal
Top N Application Traffic
Displays Top N (5 by default) applications with highest traffic in a recent period.
Top N Host Traffic
Displays Top N (5 by default) hosts with highest traffic in a recent period.
Top N Session Traffic
Displays Top N (5 by default) sessions with highest traffic in a recent period.
Top N DSCP Traffic
Displays Top N (5 by default) DSCPs with highest traffic in a recent period.
Top N Interface Traffic
Displays Top N (5 by default) interfaces with highest traffic in a recent period.
Top N Interface Utilization
Displays Top N (5 by default) interfaces with highest utilization in a recent period.
Top N Device Traffic
Displays Top N (5 by default) devices with highest traffic in a recent period.
Top N Application Group Traffic
Displays Top N (5 by default) application groups with highest traffic in a recent period.
Top N IP Group Traffic
Displays Top N (5 by default) IP groups with highest traffic in a recent period.
Top N DSCP Group Traffic
Displays Top N (5 by default) DSCP groups with highest traffic in a recent period.
Top N Interface Group Traffic
Displays Top N (5 by default) interface groups with highest traffic in a recent period.
Top N Interface Group Utilization
Displays Top N (5 by default) interface groups with highest utilization in a recent period.
IPSec VPN Portal
IPSec VPN Statistics
Displays information about the IPSec VPN service, including the service status, service alarms, Top 5 service groups, and managed devices.
IPSec Service Alarm
Displays the current IPSec service alarms.
Top N IPSec Tunnel Counts
Displays the total IPSec tunnel counts on Top N (5 by default) devices.
Top N Packet Receive Rates over the IPSec Tunnel
Displays the packet receive rates in pps over all IPSec tunnels on Top N (5 by default) devices in a recent period.
Top N Packet Transmit Rates over the IPSec Tunnel
Displays the packet transmit rates in pps over all IPSec tunnels on Top N (5 by default) devices in a recent period.
Top N Packet Receive Rates over the IPSec Tunnel
Displays the packet receive rates in bit/s over all IPSec tunnels on Top N (5 by default) devices in a recent period.
Top N Packet Transmit Rates over the IPSec Tunnel
Displays the packet transmit rates in bit/s over all IPSec tunnels on Top N (5 by default) devices in a recent period.
Top N Incoming Packet Drop Rates over the IPSec Tunnel
Displays the incoming packet drop rates over all IPSec tunnels on Top N (5 by default) devices in a recent period.
Top N Outgoing Packet Drop Rates over the IPSec Tunnel
Displays the outgoing packet drop rates over all IPSec tunnels on Top N (5 by default) devices in a recent period.
Top N Remote User Counts
Displays Top N (5 by default) remote access user statistics.
Packet Receive Rates over Top N IPSec Tunnels
Displays the packet receive rates over Top N (5 by default) IPSec tunnels in a recent period.
Packet Transmit Rates over Top N IPSec Tunnels
Displays the packet transmit rates in pps over Top N (5 by default) IPSec tunnels in a recent period.
Packet Receive Rates over Top N IPSec Tunnels
Displays the packet receive rates in bit/s over Top N (5 by default) IPSec tunnels in a recent period.
Packet Transmit Rates over Top N IPSec Tunnels
Displays the packet transmit rates in bit/s over Top N (5 by default) IPSec tunnels in a recent period.
Incoming Packet Drop Rates over Top N IPSec Tunnels
Displays the incoming packet drop rates over Top N (5 by default) IPSec tunnels in a recent period.
Outgoing Packet Drop Rates over Top N IPSec Tunnels
Displays the outgoing packet drop rates over Top N (5 by default) IPSec tunnels in a recent period.
Terminal Location Portal
Regional Average Terminal Dwell Duration
Displays average terminal dwell durations in a selected region.
Regional Terminal Count
Displays the number of terminals in a selected region.
[bookmark: _EN-US_TOPIC_0087856709-chtext][bookmark: _Toc517367259]IP Topology Management
Users can access to the IP topology management page to check the links between routing devices and Layer 2 network devices.
Terms in IP topology management
	Term
	Description

	NE
	Core unit of topology management, which identifies managed devices. In a topology view, different icons indicate different types of NEs.

	IP subnet
	IP network segment divided based on the IP address and subnet mask.

	Link
	Physical or logical connection between devices.

	Routing device
	Network device with routing capabilities that can connect multiple networks or network segments.

	Layer 2 device
	Network device running on the data link layer of an Open System Interconnection/Reference Model (OSI/RM) network.



Topology View
The topology management page offers a tree structure on the left and a topology pane on the right. Topology objects are organized hierarchically by IP subnet.
eSight allows users to zoom in or zoom out in a topology view. Meanwhile, an aerial view is provided for users to understand the entire topology structure.
Users can view the alarm status and tips of devices and links.
Topology Operation
Zoom in or zoom out.
Export and print topology images and set a picture as the background of the topology view.
Move nodes and save their new positions.
Use shortcut menus to access other modules.
Display of Alarm Severity
The color of a node reflects the severity of the most severe alarm that the node is experiencing. The colors are updated dynamically and can represent alarm information about network-wide devices, so users can handle emergencies promptly.
Shortcut Access to NE Management
The topology view offers a shortcut menu for users to access the NE management page.
Interface IP Address Change History
Users can view the interface IP address change history of an NE or the entire network.
[bookmark: _EN-US_TOPIC_0087856710-chtext][bookmark: _Toc517367260]Link Management
eSight automatically discovers links between devices, allows users to manually create link connections, and displays the links in the topology view, implementing link management. Users can monitor the link status to better understand the network topology and changes of the monitored network.
Link Discovery
Currently, eSight supports automatic link discovery based on the MAC forwarding table, interface IP address, LLDP, and CDP, and allows users to manually adjust links.
Display Rule
On the display rule page, you can select fields required for link name rules and tips rules. Tips are displayed for links in the topology.
Link Hidden
The link hidden function applies to the following scenarios: You want to hide a link in the physical topology and prevent it from being displayed during automatic and manual discovery. An incorrect link exists in the topology and needs to be hidden.
After you hide a link in the physical topology or the link management page, the link is not displayed on eSight. If you want a hidden link to be displayed, click View Hidden Link on the link management page and restore the link.
Link Deletion
The link deletion function deletes link data from eSight. After eSight discovers deleted links again, the links can be displayed on eSight.
Link Inspection
The link inspection function enables eSight to compare planned link information with actual LLDP link information to check whether the information is consistent. Once inconsistency is detected, eSight sends alarms or marks the links in the topology to inform users of the inconsistency. Users can shut down ports or turn indicators on for inconsistent links.
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Functions
View
Basic Information: provides an overview of NE management, including basic information about an NE, KPIs, top N alarms, and interface traffic.
Device Panel: displays an NE in graphics.
Alarm List: displays an NE's active alarms.
Performance Status: displays an NE's performance counters.
Device Config
WEB NMS: displays the web management page provided by an NE.
Interface Manager: lists an NE's interfaces and allows you to enable or disable an interface and suppress or allow an alarm.
IP Addresses: lists an NE's IP addresses.
Configuration Files: allows you to view and back up an NE's configuration files.
Virtual System: allows you to view the list of virtual systems and resources of the current NE. You can create, delete, modify, deploy, and synchronize virtual systems. You can also create, delete, modify, and copy resources.
NAT Address Pool List: allows you to synchronize indicator information about the NAT address pool, including the number of public network IP addresses and number of sessions.
Protocol Parameters
Telnet Parameters: allows you to modify an NE's Telnet/STelnet parameters.
SNMP Parameters: allows you to modify an NE's SNMP parameters.
NETCONF Parameters: allows you to modify an NE's NETCONF parameters. (Supported by some NEs only.)
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eSight provides detailed information about access terminals and offers a unified approach for you to manage access terminals. eSight provides terminal access history, suspicious terminal logs, unauthorized access management, and remote notification to allow network administrators to obtain terminal access information in real time.

Terminals that have accessed the network can be discovered either by a manually conducted immediate discovery or a periodically conducted automatic discovery.
Terminal Discovery Configuration
Whether to parse terminal names.
Whether to enable automatic discovery.
Intervals of automatic discovery.
Discovery scope, which applies to both immediate discovery and automatic discovery.
Terminal discovery settings


Whitelist
You can configure a whitelist that contains authorized IP addresses and MAC addresses. When the configuration takes effect, eSight checks whether a discovered terminal is authorized. If not, eSight records its details for you to acknowledge the unauthorized terminal.
Setting the whitelist


Access Binding Rule
You can configure Port-IP or Port-MAC rules to restrict access terminals under device ports. Yon can also configure IP-MAC rules to restrict binding relationships between IP and MAC addresses. eSight identifies terminals that break these rules as unauthorized terminals and records detailed access information.
Access binding rule


Terminal Access Record
View terminal access details and access history.
View unauthorized access logs of terminals.
Switch to the physical topology to locate the access devices of terminals.
Switch from an access interface to the Interface Management page.
Switch to the device panel to view the access interfaces of terminals.
Configure terminal remarks.
Terminal access record


Suspicious Terminal Report
Check invalid MAC addresses to detect unauthorized terminal access.
Check duplicate MAC addresses to detect MAC address theft.
Check duplicate IP addresses to detect IP address theft.
Suspicious terminal


Unauthorized Access
eSight detects unauthorized terminal access based on the IP and MAC address whitelists configured. With unauthorized access management, you can:
View unauthorized access logs and unauthorized terminal details.
Export unauthorized terminal details.
Acknowledge unauthorized terminals.
Unauthorized access record


Remote Notification
You can configure eSight to send an email notification upon detecting unauthorized terminal access.
Remote notification
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The eSight VLAN Manager centrally manages and configures VLAN resources that have been added to eSight. eSight VLAN Manager offers an impressive array of functions, including managing network-wide VLAN resources, delivering VLAN configurations to ports on devices (delivering only PVID for Access-type ports; PVID and allowed VLANs for Trunk-type ports; PVID, tagged VLANs, untagged VLANs and link-based VLANs for Hybrid-type ports), and providing VLAN management for a single device.
VLAN Resource Management
eSight offers a unified entry to manage VLAN resources.
You can search for VLAN resources by criteria, such as VLAN ID and VLANIF interface existence.
You can create VLANs in batches and deliver created VLANs to selected devices.
You can delete VLANs. If the ID of the VLAN is the PVID of a port, the PVID of this port will be restored to 1 after the VLAN is deleted.
VLAN resource management


VLAN Device Management
eSight offers a unified entry to manage VLAN devices.
You can search for VLAN devices by subnet, device type, device name, and device IP address.
You can configure port VLANs and deliver the configurations to selected ports.
You can go to the device management page to manage the VLAN of a single device.
VLAN device management


VLAN Topology
eSight offers a unified topology view of network-wide VLAN devices and links.
You can check the device interface types and VLAN details about the two sides of a link, and check VLAN packets that are allowed to pass on the link.
You can search for devices and links by VLAN ID, and check devices and links that allow the pass of a VLAN.
You can directly add a device to or remove a device from a VLAN.
VLAN topology


Single-Device VLAN Management
You can manage VLAN resources on a single device on the device management page.
You can create VLANs on and delete VLANs from a single device.
When you delete a VLAN: If the ID of the VLAN is the PVID of a port, the PVID of this port will be restored to 1 after the VLAN is deleted.
You can bulk modify VLAN parameters for multiple ports under a device.
You can create VLANIF on and delete VLANIF from a single device.
You can manage voice VLANs on a single device and set communication parameters for voice VLANs on the device. The parameters include the lifecycle, protocol priority (802.1P/DSCP), source MAC address and mask for voice streams, and port used to receive voice streams.
Single-device VLAN management
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The AR cellular interface management module uniformly manages cellular interfaces of AR routers.
AR Cellular Interface Management
eSight provides a unified query mode to query and export current cellular interfaces of all AR routers by the access point name or online status.
Users can also use the manual synchronization function to obtain cellular interface information, such as the current status, signal volume, and online duration.
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With the smart configuration tool, you can configure services for devices in batches by template and planning table.
Smart Configuration Tool


A template is used to configure the same services for multiple NEs in batches. A planning table is used to configure similar services for multiple NEs in batches. You can receive task execution results by email for periodical delivery tasks.
Delivering Configurations Using a Template
You can use the preconfigured template or customize a template to deliver configurations to multiple devices. The tool provides a wizard to guide you through the delivery.

Delivering Configurations Using a Template Planning Table
To deliver configurations to Huawei devices using a template planning table, export the table and enter service configuration parameters in the table. Then import the table to the smart configuration tool. The tool provides a wizard to guide you through the delivery.

Delivering Configurations Using a Command Planning Table
To deliver configurations to Huawei and non-Huawei devices using a command planning table, export the table and enter commands in the table. Then import the table to the smart configuration tool. The tool provides a wizard to guide you through the delivery.

Configuration Task
You can uniformly manage all delivery tasks on the Configuration Task page. You can view and delete tasks, and modify, enable, or disable periodic tasks. You can also view historical task delivery records and modify commands to re-deliver failed tasks.

[bookmark: _EN-US_TOPIC_0087856716-chtext][bookmark: _Toc517367266]Configuration File Management
eSight allows you to import, back up, restore, and compare device configuration files and manage baseline file versions. When faults occur on the network, you can compare the configuration file in use with the configuration file that was saved when the network was running properly. By checking the added, modified, and deleted information, you can quickly locate the fault and resolve it. You can also manage configuration changes. eSight automatically compares the differences between backup and original configuration files to obtain configuration changes and notifies you of the changes by emails.
Device Configuration Management
Backup task
eSight can periodically (daily, weekly, or monthly) back up configuration files of devices specified in a backup task, at a specified time. eSight can back up configuration files when receiving a configuration change alarm. Backup tasks can be executed at regular intervals or immediately after a configuration change alarm is generated. You can receive backup execution results by emails. The attachment in an email provides a list of devices whose configuration files fail to be backed up.

Configuration file
You can back up and restore the running or startup configuration file of a specified device, specify a configuration file as a baseline version, and change the FTP operation types of selected devices (except non-Huawei devices). You can also view the running and startup configuration files that have been backed up on eSight and export configuration change reports in Excel format.

You can view configuration files that have been downloaded from eSight to a local device.

You can compare, download, import, and delete configuration files. The file comparison function allows you to compare configuration files backed up on the eSight server.

Configuration change
After a configuration file is backed up, eSight automatically compares the differences between backup and original configuration files to obtain configuration changes. You can check the detailed configuration changes, including file addition, deletion, and modification.

System Parameter Management
Backup parameter
You can set the maximum number of configuration files that can be stored on the eSight server for each device. If the number of a device's configuration files on the eSight server exceeds the maximum value, eSight automatically deletes the earliest configuration file. You can determine whether to trigger a backup upon device configuration changes and whether to save the current configuration during backup.
Email notification
You can create a backup task execution result notification and a configuration file change notification. You can select a recipient from existing users or user groups (set in System > System Settings > Set Notified User > User Group) and set the email subject and notification sending time for the configuration file change notification.
Faulty Device Replacement
Faulty devices can be replaced on the physical topology. You can select the configuration file backup of the original device, deliver it to the new device, and set it as the startup configuration file of the new device.
Faulty device replacement entrance


Faulty device replacement
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eSight offers the management information base (MIB) tool that can read, compile, store, and use .mib files. eSight reads and monitors MIB data through SNMP V1, V2c, or V3, which helps you to perform effective network management.
MIB Compiling
You can compile a MIB file and store the compiled file to a specified directory.
MIB Loading
You can upload, compile, load, unload, and delete MIB nodes, and create directories for MIB nodes.
MIB Operation
After you enter device IP addresses in IP address text boxes, you can use the MIB tool to perform Get/GetNext/Walk/TableView operations over SNMP-compliant devices. You can click Stop to stop data acquisition.
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Device software management is a functional module used to upgrade software versions and patches of managed devices. You can upgrade software versions of fit APs using on the AC. You can also upgrade and manage software versions of ASs on the SVF network, switches (including CE series and Commander switches), ARs (including IoT devices such as the AR531), ACs, and firewalls in a batch. This module provides the task management and version management functions. The task management function allows you to create version and patch upgrade tasks and view the upgrade status of each device. The version management function manages device software version files and patch files by device type.
Version Task Management
Manages all version upgrade tasks and refreshes the upgrade status in real time,
Version task management


Manages version and patch upgrade of devices by device category.
The status of upgrade tasks is refreshed in real time. You can re-execute failed tasks.
The wizard-based upgrade allows you to create upgrade tasks following a wizard,
Creating a version task following the wizard


You can create upgrade tasks in three steps and check task summary information.
You can continue to create upgrade tasks or go to the task management page to check task execution information.
Signature Database Task Management
Manages all signature database upgrade tasks and refreshes the upgrade status in real time,
Signature database task management


Manages signature database upgrade of devices by device category.
The status of upgrade tasks is refreshed in real time. You can re-execute failed tasks.
The wizard-based upgrade allows you to create upgrade tasks following a wizard,
Creating a signature database task


You can create upgrade tasks in two steps and check task summary information.
You can continue to create upgrade tasks or go to the signature database task management page to check task execution information.
Signature Database Global Management
eSight uniformly displays devices' signature database versions and status of scheduled upgrade tasks.
Signature database global management


Provides the synchronization function to update devices' signature database versions and status of scheduled upgrade tasks.
Device synchronization


File Management
Manages software versions, patch files, license files, and signature database files.
Version management


Storage Settings
You can set the upper limit of the disk space occupied by all the files managed by the device software management module.
Setting storage parameters
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The WLAN Manager offers an integrated solution that manages wired and wireless networks.
Network planning: Provides the network planning tool to import location pictures including the regional background pictures, scale, obstacles, and pre-deployed APs to the WLAN topology.
Wizard-based batch service deployment: Delivers wireless service configurations to APs in batches.
Unified wireless resource management: Manages ACs, APs, wireless users, and regions.
User fault diagnosis: Diagnoses user access network faults.
Wireless network security check: Detects intrusion devices and non-Wi-Fi interference sources and offers spectrum analysis.
Visual management over the wireless network topology: Displays locations of APs by area and coverage areas of the APs. After WLAN location is enabled, wireless terminals, rogue devices, and interference sources are displayed in the topology.
Configuration Management

An AC controls and manages APs on WLAN. With AC management, you can connect an AP to WLAN in any of the following modes: confirm AP identities, add an AP in offline mode, and add an AP to the whitelist. (Note: This function applies to WLAN V2R6 and earlier versions only.)
Unauthorized AP
The Unauthorized AP page displays APs whose MAC addresses or SNs are not in the whitelist. On this page, you can acknowledge unauthorized APs in batches to add them to the whitelist. Then, APs in the whitelist are brought online.
AP whitelist
Network administrators can add MAC addresses of APs or AP SNs to an AP whitelist to allow the APs to go online normally.
AP blacklist
Network administrators can add MAC addresses of APs to an AP blacklist, preventing unauthorized APs from going online.
User blacklist
Network administrators can add MAC addresses of wireless users to a user blacklist, preventing unauthorized users from connecting to APs. Network administrators can also blacklist unauthorized users and set the AP countermeasure mode to user blacklist. The system performs countermeasure against devices from the user blacklist.
Configuration and Deployment
Compared with earlier versions, the configuration mode in WLAN V2R6 changes a lot. In V2R6, configuration is completed based on AP group profiles. eSight provides the WLAN configuration and deployment function to adapt to this change. This function provides profile-based configuration for WLAN devices of V2R6 and later versions.
You can configure VLAN IF interfaces and IP address pools for ACs and X7-series switches.

You can configure global parameters for ACs.

You can configure channels for interface groups.

You can deliver the same AP group template to multiple ACs.

This function allows users to configure multiple ACs simultaneously and supports AP group management and profile management in the Object Manager of each WLAN device of V2R6 or a later version. You can create, delete, modify AP groups, and manage group members and profiles on ACs, as shown in the following figure.


Network Resource Monitoring

The Region Object Manager provides the following information: physical resources over the entire network or in each region, resource statistics, performance statistics, user statistics, spectrum analysis, and Wireless Intrusion Detection System (WIDS).
Physical resources
AC: AC status, name, type, IP address, AP authentication mode, forwarding type, country code, subnets, total number of APs, number of online APs, and number of online users
AP: AP status, name, alias, type, category, SN, MAC address, IP address, countermeasure, radio's working mode, AC name, home region, location, WLAN location, subnets, and number of online users
User: current access users and historical access users
SSID: SSID, AC name, ESS profile name, and Fat AP name
Region: region name, total number of APs, total number of online APs, and total number of online clients
Link: link display and link statistics

When WLAN location is enabled, the number of WLAN location-enabled APs and their locations in the region are displayed.
Resource statistics
Network overview: includes online WLAN user statistics, Top N SSID user statistics, and wireless resource statistics. For details, see WLAN Portal.
Performance statistics
Terminals associated with APs, AP physical resources, AP traffic, radio traffic, user traffic, and real-time WIDS attacks
Current access user
Information about current access users, including the device type, role, operating system, and vendor information. (eSight can display the information only after it is successfully connected to the Agile Controller-Campus.)
User access history
Historical data about user access.
Spectrum analysis
After the AP radio spectrum function is enabled on devices, users can view the signal interference information around APs on eSight. Users can determine the channel quality and surrounding interference sources on spectrum charts. Spectrum charts include real-time FFT, depth, channel quality, channel quality trend, and device percentage charts.

Security
eSight monitors and recognizes unauthorized devices, clients, interference sources, and attacks based on user-defined rules, sends remote alarm notifications, and offers protection measures.
1. Supports the statistics collection, display, and countermeasure of unauthorized devices. Unauthorized clients associated with unauthorized APs can be displayed. 
2. Supports the display, countermeasure, and suppression access protection of unauthorized clients.
3. Supports the statistics collection and display of unauthorized Wi-Fi interference sources.
4. Supports the statistics collection, display, and countermeasure of attacks.
5. Classifies unauthorized APs into rogue, suspected-rogue, adjacent, suspected-adjacent, and interference APs. Supported rules include adjacent or same frequency interference, signal strength, SSID (fuzzy or regular expression), number of detected APs, and attack.

Object Manager
Uniformly displays WLAN service data and performance data by AC, AP, radio, and terminal on the Object Manager.
Region Monitor
Region monitor is user-centric and integrates region-based user experience data. You can also define regions, add APs to the regions, and view AP performance in a specified region.

Divides a region into multiple sub-regions and manage them by groups.
Displays user experience information and key counters by region.

Displays statistics about located terminals by region and coverage area.

Displays key counter Portal pages by region.

Locates faults based on key counters in each region.

For a non-bottom-layer region, you can set a GIS map as the subnet background. In addition, you can zoom in or out the map, move the map, and set locations on the map.


The bottom-layer region integrates the Location Topology function in earlier versions. You can deploy APs in regions, view the hotspot coverage, and detect signal coverage blind spots and conflicts promptly. If the license of WLAN location is applied and WLAN location is enabled in a region, the locations of wireless users, unauthorized devices, and non-Wi-Fi interference sources are refreshed in the topology at regular intervals.
1. Displays the hotspot location and radio signal coverage in the location topology and marks conflict regions. 
2. Pre-deploys APs and displays the simulated radio coverage. After APs get online, eSight switches APs and displays the actual radio coverage.

3. Map settings: Hides and displays nodes in regions by filter criteria. The filter criteria include users, rogue APs, rogue Ad Hocs, rogue bridges, unauthorized clients, and interference sources. If AP location licenses are available and WLAN location is enabled in a region, the latest locations of unauthorized devices and interference sources are refreshed in the topology.

4. Terminal display/Hot line/Hot map switching: Click Map setting, then the Terminal Location tab, and select Show terminal. A dialog box is displayed, showing terminals to be displayed. Select required terminals and click OK. Terminal information including the latest terminal coordinates is displayed in the topology view.


Switching to hot line display: After you click Show hot line and select the date, hot lines are displayed in the topology.

Switching to the hot map: After you select Show heat map, located terminals are displayed in a heat map, showing the user density.

5. Coverage area division: O&M personnel can further divide a region in the topology into multiple sub-areas to support fine-grained statistics collection, such as location-based user traffic statistics. Currently, the coverage area division function applies to terminal location only. You can set a threshold for the maximum number of users allowed in a coverage area. When the number of users exceeds the threshold, the coverage area is marked with a specified color and an alarm is generated on eSight.

6. Displays the mesh network topology of devices and basic information of mesh links in Region Monitor and monitors mesh link quality.

7. Displays the movements of end users in the Region Monitor. Right-click an end user, and select a preset time period or define a time period. The historical movements of the end user within this time period are displayed in the Region Monitor. 

8. Displays information about Beacon devices that have been added to the bottom layer of the Region Monitor. Click Beacon Device on the following page, select a Beacon device to view information about the device. The name of a Beacon device can be displayed as the MAC address or UUID of the device.


9. Bluetooth tag display/Name display: After you click Map Settings, click the Bluetooth Tag tab, and select Display, a dialog box listing available Bluetooth tags is displayed. Select the Bluetooth tags to display and click OK. The selected Bluetooth tags are displayed in the topology view, with their latest coordinates.


10. Historical tracks of Bluetooth tags: The Region Monitor can play historical tracks of Bluetooth tags. Right-click a Bluetooth tag, and select a preset time period or define a time period. The historical tracks of Bluetooth tags within this time period are displayed in the Region Monitor. 

11. Access user filtering based on terminal location: You can select all, associated, or unassociated terminals in the Region Monitor to filter access users. Click Select the display terminals to filter access users or users not accessing the Internet based on service requirements.

Fault Diagnosis
1. WLAN user fault diagnosis: Diagnoses network quality for online users in terms of users, SSIDs, APs, and ACs. If detecting any exception, the system displays potential problems and gives suggestions for you to rectify the exception. (Note: This function applies to WLAN V2R6 and earlier versions only.) 

2. With the basic fault diagnosis function as well as Syslogs and performance data, the WLAN Manager provides diagnosis tools to help network administrators troubleshoot problems such as network access failures, frequent offline, and weak signal during WLAN O&M. (Note: This function applies to WLAN V2R6 and later versions only.)

Viewing historical diagnosis information
eSight can store information about the diagnosis objects, time, operator, and result, allowing users to view historical diagnosis information.
Viewing connection relationships
eSight allows users that initiate diagnosis to view the connections among diagnosis objects (including the connections between terminals and servers) as well as detailed object information.
Viewing diagnosis result
eSight classifies diagnosis results into the following types: terminal check, air interface check, AP check, mesh check, AC check, and connectivity check. The AAA server checks eight types of information and provides fault causes and rectification suggestions. O&M personnel can rectify faults based on their own experience and the rectification suggestions.
Viewing associated information
eSight allows users to view associated information about terminals, air interfaces, AP, ACs, DHCP, and AAA.
AAA Test
To supplement fault diagnosis, AAA Test detects problems occurred during user authentication.
AC Ping
To supplement fault diagnosis, AC Ping detects connectivity between an AC and a destination device (usually a server) by pinging the device from the AC.
Trace
To supplement fault diagnosis, Trace collects and exports logs about APs and clients to help determine the fault causes.
Log Viewer
To supplement fault diagnosis, Log Viewer collects log statistics on diagnosis objects to help analyze the stages during which faults are likely to occur and allows users to view and export log details.
3. Offers related fault alarms about communications, environments, unauthorized devices, and unauthorized Wi-Fi interference sources to help users locate and rectify faults.
4. Monitors WLAN network devices and resources to help users better understand the running status of the network and devices.
Integrated Wired and Wireless Management
After LLDP link discovery is enabled, you can view the links between wired PoE switches and wireless APs in the Region Monitor topology, enabling integrated wired and wireless management.

Energy Saving Management
eSight allows you to customize energy saving policies in terms of the AP, radio, and SSID. You can immediately or periodically start energy saving tasks, or disable wireless signal transmission. (Note: This function applies to WLAN devices of V2R6 and earlier versions only. For later versions than V2R6, users can enable energy saving in the VAP profile and configure energy saving on APs or AP group.)

[bookmark: _EN-US_TOPIC_0087856719-chtext][bookmark: _Toc517367270]SLA Management
Service Level Agreement (SLA) Manager measures and diagnoses network performance. You can create SLA tasks to periodically monitor the network delay, jitter, and packet loss ratio, and calculate the compliance of SLA services on the live network.
By default, SLA Manager offers 24 services. You can also customize services to meet your specific demands. SLA Manager offers the Dashboard to globally monitor SLA tasks and allows you to quickly learn the quality of all or specific services on the live network. On the SLA view page, you can establish a view that consists of multiple tasks, which helps you compare task data. Quick diagnosis helps you quickly diagnose the links and carried services between source and destination devices, facilitating network fault location.
SLA management overview


Dashboard
The SLA dashboard globally monitors SLA tasks and displays the recent smart policy tasks, SLA test instance counters, and minimum SLA compliance. You can add tasks to and delete tasks from the dashboard and set the criteria to filter SLA tasks to be displayed on the dashboard.
SLA dashboard


SLA Service Management
With SLA service management, you can define SLA levels. This module provides 24 predefined templates for common services such as voice over IP (VoIP), video, and data services. You can customize the compliance threshold and network quality counter threshold based on network conditions and operation and maintenance requirements.
SLA service management


Creating an SLA service


SLA Task Management
SLA tasks periodically monitor various counters, such as the delay, jitter, and packet loss ratio on a network. You can create, delete, start, stop, and redeliver SLA tasks, copy an existing task to create a task, and import and export tasks in batches on the SLA task management page. Shortcut operation entries are available for you to view historical data, alarms, and perform the quick diagnosis operation. The SLA task execution interval can be adjusted automatically. When network quality degrades, the execution interval is shortened, so you can obtain more detailed quality degradation information.
SLA task management


SLA View Management
You can add multiple SLA tasks to an SLA view to view the historical data of these tasks.
SLA view


Quick Diagnosis
You can use this function to measure the SLA service quality without creating any task.
Quick diagnosis


Historical Data
Historical service quality data such as the overall compliance and the data of a single counter is displayed in graphs. You can click an SLA task name on the SLA task page to switch to the historical data page of this task.
Historical data of multiple SLA tasks can be displayed on the same page.
You can switch from historical SLA data to historical NTA data and historical QoS interface data.
Viewing historical data


Viewing the historical data of multiple tasks


SLA Reports
This module provides SLA service quality reports, SLA task counter reports, and Top N SLA compliance reports.
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Enterprise IP networks carry complicated and diversified services, and network applications closely relate to routine operation of enterprises. Packet Conservation Algorithm for Internet (iPCA) provides device-level, network-level, and service flow packet loss measurement on enterprise campus networks. It marks on real IP service packets transmitted on networks; therefore, network administrators can easily monitor network quality and quickly locate faults without increasing load on the networks.
Device-level Detection (Including Device Detection and Link Detection)
iPCA-capable devices are deployed on the enterprise campus network. iPCA can be performed on these devices and Layer 2 direct links between the devices. eSight provides a network topology to show whether unicast IP packets are lost in this area in real time. If packet loss occurs, eSight can show the device where packets are lost, the packet loss ratio, and the number of lost packets. eSight provides the following iPCA functions:
1. Displays the latest packet loss measurement result of the devices and links in the topology view.
1. Reports an alarm when the device or link packet loss measurement result exceeds the preset threshold.

Network-level Detection
The branch networks of an enterprise are connected through a carrier's network. The egress device of each branch functions as a CE to connect to the carrier's network. The enterprise needs to evaluate service quality on the carrier's network. When service quality degrades, the enterprise network administrator needs to check whether the problem is caused by the carrier's network. iPCA network-level monitoring is deployed on the egress devices of the campus network to monitor service quality of the carrier's network.


Packet Loss Measurement for the Unicast IP Service
If the quality of key services in an enterprise degrades, the network administrator needs to determine whether the problem occurs in application servers, terminals, or network devices. If packet loss occurs, the administrator must quickly check where the packets are lost, on a node or a link. The Telepresence service is used as an example here to describe how to measure and locate packet loss on a network.
1. Configure network-level measurement on the interfaces of two switches that are connected through Telepresence servers and terminals to check whether packet loss occurs. If no packet is lost, the problem occurs on Telepresence terminals.

1. The administrator needs to check the terminals. If packet loss occurs between the Telepresence server and terminal, check which node or link has lost the packets.

1. Check the packet loss measurement results of devices on the service forwarding path to quickly locate the faulty node.
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eSight provides QoS Manager to monitor traffic. When traffic policies are configured for interfaces and VLANs, the tool measures network performance counters such as rate of packets matching a traffic classifier, packet drop rate, rate of packets exceeding the CIR, and bandwidth usage for the interfaces.
Dashboard
The QoS dashboard displays the Top N tasks with the highest QoS performance counters, which helps you find regions with excessively high traffic.

QoS Configuration
You can view QoS configuration of the devices.

Historical Data
Historical QoS traffic data shows the change of QoS traffic, helping O&M personnel obtain historical data information.
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eSight Network Traffic Analyzer (NTA) can quickly and efficiently analyze top N network traffic and generate detailed traffic reports. It enables users to detect abnormal traffic in a timely manner based on the real-time top N application traffic distribution on the entire network and plan networks based on the long-term network traffic distribution. Therefore, NTA can implement transparent network management.
Enabling NetStream on a Device
eSight delivers NetStream commands to devices through the smart configuration tool. You do not need to configure NetStream on each device, implementing quick deployment of NetStream.
Enabling NetStream on an interface


Configuration Management
eSight NTA provides the configuration capability for the collector, device, interface, AP, protocol, application, SDCP, alarm, host name resolution, interface group, application group, IP group, IP group-IP group, and DSCP group.
Configuration navigation


Configuration navigation
When you are using eSight for the first time, follow the configuration navigation on the GUI to complete traffic monitoring settings step by step.
Collector configuration
You can view the IP address and status of the current collector and set the Top N count for interface session collection (Top30 by default). After the traffic forensics function is enabled, the original flow files of the collector are uploaded to the analyzer.
Device configuration
eSight displays all devices that report traffic. You can monitor specific devices.
Interface configuration
eSight displays the device interfaces which send network traffic packets to the analyzer. You can set the incoming traffic rate, outgoing traffic rate, and sampling ratio on interfaces to ensure that eSight NTA can correctly collect traffic data. The sampling ratios on eSight must be the same as those on devices. Telnet login user name and password are configured for Huawei devices, and eSight can synchronize sampling ratios from device interfaces.
AP configuration
eSight displays the list of APs that send network traffic packets to the analyzer through an AC. You can set the sampling ratio to ensure that eSight NTA can correctly collect traffic data. The sampling ratios on eSight must be the same as those on devices.
VXLAN tunnels
eSight displays the list of VXLAN network identifiers (VNIs) where network traffic packets are sent to the analyzer. You can manually synchronize VNIs on devices.
Protocol configuration
You can monitor specific protocols as needed.
Network application
eSight lists more than 500 frequently-used network applications and classifies them into pre-defined applications and user-defined applications. You can define important applications.
Pre-defined application: preset applications and applications identified and reported by devices
User-defined application: network application that is added by users and can be defined based on the protocol (UDP/TCP), port range, and IP address range
DSCP configuration
eSight lists 64 frequently-used DSCPs and allows you to rename DSCP names.
IP group configuration
Groups IP addresses that have certain common attributes, which helps users to view traffic information about IP address groups.
IP group-IP group configuration
You can define the source and destination IP groups, for example, from one department or floor to another to view traffic information between two regions.
Application group configuration
You can classify applications into an application group as required to view traffic information about a specified application group, such as the email group.
DSCP group configuration
You can classify associated service types into a DSCP group to view traffic information about a specified DSCP group, such as the voice group.
Interface group configuration
You can add related interfaces to an interface group to view traffic information about a specified interface group.
Alarm configuration
You can specify the rate thresholds for triggering alarms for certain applications, hosts, sessions, DSCPs, application groups, IP groups, and DSCP groups and the conditions for clearing the alarms.
Host name resolution configuration
You can specify whether to enable DNS and NetBIOS resolution to resolve IP addresses into DNS domain names or NetBIOS host names. After DNS and NetBIOS resolution is enabled, eSight can display traffic by host name.
Traffic Dashboard
NTA provides the traffic dashboard function and displays the real-time traffic on the entire network.
Traffic analysis by Dashboard


The dashboard offers rankings about the interface traffic, interface utilization, device traffic, application traffic, host traffic, DSCP traffic, and session traffic.
You can customize the display format and content. The following operations are available: links, maximize, and minimize.
Traffic Analysis
eSight NTA can analyze traffic on enterprise WAN egress links and wireless campus network from multiple dimensions.
1. Traffic analysis on enterprise WAN egress links
eSight NTA offers drill-down network traffic analysis capabilities. You can view more details about traffic step by step. eSight NTA can analyze detailed top N traffic information on egress devices, link interfaces, applications, DSCPs, hosts, sessions, interface groups, IP groups, and application groups.
You can obtain traffic distribution on WAN links and view traffic information on link interfaces.
Interface traffic analysis


eSight can work with Huawei devices to analyze bandwidth usage of dynamic applications, such as BT, eMule, and other P2P applications.
The drilling-down function enables you to set filter criteria to view session details.
Session details


2. Traffic analysis on a wireless campus network
eSight works with Huawei WLAN devices AC6005, AC6605, or ACU2 to display the top N application traffic distribution on a wireless enterprise campus network. You can select a region or SSID to view top N application traffic in the region. You can also click an AC or AP to view top N application traffic of the AC or AP.
Traffic on a wireless campus network


3 Traffic analysis on a data center VXLAN network
eSight works with Huawei CE switches to display application traffic distribution on a data center VXLAN network. You can click a VNI to view application traffic on the VNI.
VNI traffic trend


Network Traffic Report
NTA provides a configuration wizard for customizing top N traffic reports. NTA can export reports and send reports to users through emails. The following figures show how to create and view traffic reports.
Creating a network traffic report


Viewing a network traffic report


Supports multiple modes of displaying the traffic data: pie, table, line chart, and region chart.
Supports multiple summary types: application summary, session summary, DSCP summary, host summary, and interface summary.
Supports multiple filtering conditions: by source address, by destination address, by application, and by DSCP.
The report system can generate instant reports and periodical reports.
Instant report
Users need to manually run an immediate report task. Once an immediate task is executed, a report reflecting the statistics at that time is generated. After the task is performed successfully, the status is displayed on the page. The report contains detailed traffic statistics and figures.
Periodical report
After eSight performs a task at an interval specified by the user, traffic statistics of a specified period is displayed.
You can export a single report or batch reports.
eSight can send reports by emails.
Traffic Forensics
When detecting abnormal traffic on the network, the system allows you to obtain original traffic data which helps you locate the network fault.
The system displays traffic forensics results by seven key fields. For example, you can check whether viruses exist by comparing protocols, ports, and packet rates, and check whether protocol attack threats exist by TCP flags.
Traffic forensics page


Obtains original packets by time range.
Supports diverse filter criteria: source IP address, destination IP address, source interface, destination interface, source port, destination port, protocol, application, DSCP, and TCP flag.
Sets the storage duration for query results. The maximum value is 30 days.
Exports all or specified query results.
Traffic Alarm
You can create threshold alarms for eight traffic types, such as application, server, and session. When the traffic has reached the threshold for specified times within a specified time segment, an alarm is automatically generated. When the traffic meets alarm clearance conditions within a specified time segment, the alarm is automatically cleared. eSight can notify users of alarm generation or clearance by emails.
You can create, copy to create, delete, enable, and disable threshold alarms on the traffic threshold alarm configuration page. You can choose the objects to be monitored, and set the alarm severity, threshold, and repetition times based on the historical traffic data.
Threshold alarm configuration page


You can check traffic alarms on the current alarm page, and switch to the traffic analysis page to view traffic details within the time segment.
Checking traffic alarms


Host Name Resolution
NTA can resolve IP addresses of traffic into DNS domain names or NetBIOS host names. You can specify whether to enable DNS or NetBIOS resolution and set the update interval of DNS domain names and NetBIOS host names.
After DNS or NetBIOS resolution is enabled, eSight displays traffic by host name and IP address when host name resolution fails.
Host name resolution configuration page


After host name resolution is configured, eSight displays traffic by host name, as shown in the following figure.
Displaying traffic by host name


[bookmark: _EN-US_TOPIC_0087856723-chtext][bookmark: _Toc517367274]IPSec VPN Management
The IPSec VPN management component enables you to monitor and diagnose IPSec VPN services, covering the service activation status and alarm status, service topology, performance, and historical tunnel information.
Overview
The IPSec VPN overview provides you visibility into overall IPSec VPN services, including the number of IPSec tunnels, received and sent packet rates, traffic rates, and packet loss ratios of an IPSec tunnel or all IPSec tunnels, number of remote access users in an IPSec tunnel, and service alarm list. Figure 3-90 shows the overview information.
[bookmark: _d0e8064]IPSec VPN overview


Service Discovery
Huawei eSight automatically discovers IPSec VPN services of some or all devices on the Hub-Spoke and Site-to-Site networks. The following figures show service discovery.
Selecting devices


Discovering services


Service Group Management
IPSec VPN manages services by service group and enables you to search, create, delete, move, and modify service groups. The service group list provides you visibility into the networking type, service quantity, and alarm status of each service group and provides links to alarm lists.
IPSec VPN helps you quickly diagnose services and modify service configurations (such as the pre-shared key) by service group.
Figure 3-93 shows the service group list.
[bookmark: _d0e8092]IPSec VPN service group list


Figure 3-94 shows preshared key modification.
[bookmark: _d0e8100]Modifying the pre-shared key


Figure 3-95 shows the page on which you can create service groups and specify a networking type for each service group.
[bookmark: _en-us_topic_0080903538_fig18324495536]Creating service groups


Service List Management
You can click a link in the service group list to access a service list.
On the service list, you can:
Search, create, delete, deploy, undeploy, and move services.
Perform quick diagnosis.
Modify service configurations.
View global parameters.
Monitor performance in real time.
View tunnel information.
View topology and alarm details by clicking topology and alarm links.
Figure 3-96 shows the service list.
[bookmark: _d0e8137]IPSec VPN service list


Searching for services
IPSec VPN supports service name fuzzy match and enables you to search for services by network type, service status, alarm status, local device, remote device, local interface, or remote interface.
Creating services
You can click the Add symbol next to the hub and spoke devices to select interfaces from the displayed interface list, and click the cloud in the middle to set data flows to be protected and related parameters.
Figure 3-97 shows the page on which you can create services.
[bookmark: _en-us_topic_0080903538_fig1217901612208]Creating services



Deploying services
Before service deployment, the system checks whether the current environment meets the requirements to improve deployment efficiency.
Figure 3-98 shows how to deploy a service.
[bookmark: _d0e8171]Deploying services


Undeploying services
When services deployed on a device are not required temporarily but still needed on eSight, you can perform the undeployment operation.
Figure 3-99 shows the page on which you can undeploy services.
[bookmark: _en-us_topic_0080903538_fig1326417152817]Undeploying services


Deleting services
You can delete selected services from eSight. If a selected service has been deployed, undeploy the service before you perform the delete operation.
Moving services
You can move the selected services to another service group. Figure 3-100 shows service moving.
[bookmark: _d0e8198]Moving services


Quick Diagnosis
If a fault occurs, you can diagnose services quickly to locate the fault.
Modifying service configurations
You can modify policy names, devices, data flows to be protected, and basic parameters. Figure 3-101 and Figure 3-102 show the pages on which you can modify service configurations.
[bookmark: _d0e8216]Modifying service configurations 1


[bookmark: _en-us_topic_0080903538_fig654565716429]Modifying service configurations 2


Viewing global parameters
You can view the global IPSec VPN parameters of devices at both tunnel ends, including the device name, type, IP address, IKE negotiation name, interval for sending keepalive packets, keepalive timeout period, and interval for updating NAT keepalive packets, as shown in Figure 3-103.
[bookmark: _d0e8231]Global IPSec VPN parameters


Monitoring performance in real time
Huawei eSight monitors service performance in real time, including the number of remote access users in an IPSec tunnel and the received and sent packet rates, traffic rates, and packet loss ratios of an IPSec tunnel.
Viewing tunnel information
If a service is not activated, its tunnel icon is unavailable. If a service is activated, you can view detailed tunnel information, including the connection ID, duration, local device, remote device, local interface, remote interface, local IP address, remote IP address, packet encapsulation mode, key negotiation type, and SA list, as shown in Figure 3-104.
[bookmark: _d0e8246]Detailed tunnel information of IPSec VPN services


Viewing topology
In a service list, you can click the topology link of a service to view the IPSec VPN topology.
Viewing alarms
If the alarm status of a service is abnormal, you can click the alarm link to view the alarm information about devices at both tunnel ends.
Service Topology
The service topology provides you visibility into IPSec VPN services. The display of an IPSec VPN service topology supports the following scenarios:
Hub-Spoke or Site-to-Site networking
Interworking services

Third-party devices are devices that are not provided by Huawei within the management scope of eSight. For details, see the eSight Specification List.
Hot standby and active/standby switchover
The service topology displays global device parameters and provides links to different information, such as service discovery, alarm lists, service lists, service diagnosis, real-time performance, and device management.
The service topology provides complete tooltip information. Each device node, service link, subnet, or backup link has its tooltip information, including the basic information and latest performance data.
The service topology supports device management by subnet. Subnet management includes importing physical subnets, creating, modifying, or deleting subnets, moving devices to other subnets, and adding devices to subnets.
Figure 3-105 shows the service topology.
[bookmark: _en-us_topic_0080903538_fig6248475917017]IPSec VPN service topology


Monitoring Alarms
The alarm status in a service or service group list shows the generation and rectification of a service fault. The service link in the topology displays the alarms of different severities in different colors. After identifying a service fault, you can access the alarm list to view detailed alarm information and locate the fault.
Monitoring Performance
The global and IPSec VPN performance monitoring functions provide you visibility into traffic of network devices and services, including the packet rate, traffic rate, packet loss ratio, number of tunnels, and number of remote access users. Figure 3-106 shows real-time performance monitoring.
[bookmark: _en-us_topic_0080903538_fig3529906817017]IPSec VPN service performance monitoring


Quick Diagnosis
You can detect faults and diagnose services quickly without creating any task.
Service diagnosis covers the interface status at both tunnel ends, whether IPSec policies are applied to an interface, integrity of IPSec policy configuration, IKE negotiation result, and IPSec negotiation result.
Diagnosis results can be exported into an Excel file.
Figure 3-107 shows the service diagnosis page.
[bookmark: _en-us_topic_0080903538_fig3417378217017]Quick diagnosis of IPSec VPN services


Viewing Historical Tunnels
The historical tunnel list shows the setup and teardown of tunnels on the entire network within a time range. You can understand the tunnel setup and teardown patterns and locate service faults.
Figure 3-108 and Figure 3-109 show the historical tunnel list.
[bookmark: _en-us_topic_0080903538_fig5169951717017]Historical IPSec VPN tunnel list


[bookmark: _en-us_topic_0080903538_fig4087587317017]Detailed information about a historical IPSec VPN tunnel


[bookmark: _EN-US_TOPIC_0096554634-chtext][bookmark: _Toc517367275]Secure Center Management
Secure Center effectively manages security policies on a large number of Huawei firewalls. Major functions are as follows:
1. Domain management
Domain management implements data isolation and rights control.
1. Device management
Users can create device groups to facilitate policy planning and deployment.
Users can manually synchronize policies and objects, or eSight automatically synchronizes policies and objects at scheduled time.
Users can compare configurations on devices and eSight to obtain the differences.
Users can monitor and manage device HRP status.
Users can monitor and manage device cluster status.
Users can synchronize policies and objects in incremental mode.
1. Policy management
eSight supports centralized planning and management of NGFW security policies, NAT policy sets, traffic policies, authentication policies, attack defense, and ASPF configurations.
Users can lock or unlock policies.
Users can import or export security policies in batches.
Users can manage policy deployment tasks.
1. Object management
Users can centrally plan and manage objects, such as NGFW security zone, address set, and service.
Users can lock or unlock objects.
Users can delete unused objects.
1. Configuration tracing
Users can record details about configuration changes of policies/objects.
When space used by the change records or the storage time reaches the dump threshold, the system automatically dumps data to the specified directory by data storage time in descending order. 
1. Backup and restoration
Users can back up policies and objects of eSight periodically or immediately.
Users can use backup data to quickly restore the network configuration.
1. Global settings
Users can customize menus displayed in the navigation tree for security policy management.
1. Virtual system
Users can select virtual systems in the device list of the security policy and perform the synchronization and deployment operations on the virtual systems. 
1. Session table
The session table is key for devices to forward packets. When a fault occurs, you can view the session table information to locate the possible module or phase where the fault occurs. 
Users can synchronize, query, and filter session records of devices whose version is C80 or later on eSight. 
Administrative Domain
Secure Center supports administrative domains. Administrators are granted rights on different administrative domains to implement isolation of managed data of them.
Selecting administrative domains


Device Management
Users can create device groups to facilitate policy planning and deployment.
Creating a device group


Users can synchronize device configurations.
Synchronizing device configurations


Comparing configurations on devices and eSight


After synchronization is complete, configuration differences are displayed on eSight. Users can choose to accept configuration changes on devices or retain configurations on eSight to ensure data consistency.
Incremental synchronization
When users change policy and object data on devices, eSight can detect the changes in time and notify users of the changes through alarms. Users can view changed policy and object data on the synchronization result page without synchronizing data. 

The interval for synchronizing data in incremental mode is five minutes. By default, this function is disabled.
Policy Management
Security policy management
The security policy management function allows users to centrally plan firewall policies. Users can create, modify, delete, copy, move, enable, disable, deploy, lock, unlock, batch import, batch export firewall policies and manage the policies by group.
Centralized planning: Users can plan and check security policy configurations on the entire network.
Policy creation: Users can select or drag policy objects to create policies. When a current object does not meet requirements, a shortcut icon is available for users to create an object on the policy creation page.
Policy modification: Users can edit and save the content of a single policy.
Policy deletion: Users can delete a single policy or multiple policies in a batch.
Policy copy and movement: Users can select a baseline policy to copy or cut it and save it to the target location.
Policy lock/unlock: When a user is modifying a policy, eSight automatically locks the policy to prevent operations of other users on the policy. This reduces data errors caused by simultaneous operations. After a user completes the operation, the system automatically unlocks the policy and releases the operation permission to other users. 
Policy query: Users can quickly query policies by the referenced object name or content.
Policy import/export: Users can export policies in batches, edit them in the Excel table, and import them to eSight.
Policy group management: Users can enable, disable, configure, and adjust policy groups.
Shortcut menus: Users can right-click a policy or policy group to delete, modify, enable, and disable it. The ease-of-use is improved.
Cell copy and paste: Users can copy and paste cell content on the policy management page. Policy modification is more efficient.
Centralized security policy management


Creating a policy


Locking a policy


Quickly querying policies


Importing policies


Creating a policy group


NAT policy management
The NAT policy management function allows users to centrally plan NAT policies. They can create, modify, delete, copy, move, enable, disable, deploy, lock, and unlock firewall NAT policies.
Centralized planning: Users can plan and check NAT policy configurations on the entire network.
Policy creation: Users can select or drag policy objects to create policies. When a current object does not meet requirements, a shortcut icon is available for users to create an object on the policy creation page.
Policy modification: Users can edit and save the content of a single policy.
Policy deletion: Users can delete a single policy or multiple policies in a batch.
Policy copy and movement: Users can select a baseline policy to copy or cut it and save it to the target location.
Policy lock/unlock: When a user is modifying a policy, eSight automatically locks the policy to prevent operations of other users on the policy. This reduces data errors caused by simultaneous operations. After a user completes the operation, the system automatically unlocks the policy and releases the operation permission to other users. 
Policy query: Users can quickly query policies by the referenced object name or content.
Shortcut menus: Users can right-click a policy to delete, modify, enable, and disable it. The ease-of-use is improved.
Cell copy and paste: Users can copy and paste cell content on the policy management page. Policy modification is more efficient.
Centralized NAT policy management


Creating a policy


Locking a policy


Quickly querying policies


Authentication policy management
The authentication policy management function allows users to centrally plan, create, modify, copy, move, enable, disable, deploy, lock, and unlock firewall authentication policies in batches.
Centralized planning: Users can plan and check authentication policy configurations on the entire network.
Policy creation: Users can select or drag policy objects to create policies. When a current object does not meet requirements, a shortcut icon is available for users to create an object on the policy creation page.
Policy deletion: Users can delete a single policy or multiple policies in a batch.
Policy copy and movement: Users can select a baseline policy to copy or cut it and save it to the target location.
Policy lock/unlock: When a user is modifying a policy, eSight automatically locks the policy to prevent operations of other users on the policy. This reduces data errors caused by simultaneous operations. After a user completes the operation, the system automatically unlocks the policy and releases the operation permission to other users. 
Policy query: Users can quickly query policies by the referenced object name or content.
Shortcut menus: Users can right-click a policy to delete, modify, enable, and disable it. The ease-of-use is improved.
Cell copy and paste: Users can copy and paste cell content on the policy management page. Policy modification is more efficient.
Authentication policy management


Creating a policy


Locking a policy


Quickly querying policies


Traffic policy management
The traffic policy management function allows users to centrally plan, create, modify, copy, move, enable, disable, deploy, lock, and unlock firewall traffic policies in batches.
Centralized planning: Users can plan and check traffic policy configurations on the entire network.
Policy creation: Users can select or drag policy objects to create policies. When a current object does not meet requirements, a shortcut icon is available for users to create an object on the policy creation page.
Policy lock/unlock: When a user is modifying a policy, eSight automatically locks the policy to prevent operations of other users on the policy. This reduces data errors caused by simultaneous operations. After a user completes the operation, the system automatically unlocks the policy and releases the operation permission to other users. 
Policy query: Users can quickly query policies by the referenced object name or content.
Shortcut menus: Users can right-click a policy to delete, modify, enable, and disable it. The ease-of-use is improved.
Cell copy and paste: Users can copy and paste cell content on the policy management page. Policy modification is more efficient.
Centralized traffic policy management


Creating a policy


Locking a policy


Quickly querying policies


Attack defense configuration management
The attack defense configuration management function allows users to modify, deploy, lock, unlock, and query attack defense configurations of firewalls one by one or in batches.
Centralized planning: Users can plan and check attack defense configurations of firewalls on the entire network.
Lock/unlock: When a user is modifying an attack defense configuration, eSight automatically locks the corresponding data record to prevent operations of other users on the data. This reduces data errors caused by simultaneous operations. After a user completes the transaction, the system automatically unlocks the policy and releases the operation permission on the attack prevention configuration to other users. 
Query: Users can quickly query attack defense configurations by the firewall name.
Single modification: Users can modify attack defense configuration data of a single firewall.
Batch modification: Users can modify attack defense configuration data of firewalls in batches.
Centralized management on anti-DDoS configurations


Modifying anti-DDoS configuration of a single firewall


Modifying anti-DDoS configurations of firewalls in batches


Locking anti-DDoS configuration


Quickly querying anti-DDoS configurations


Centralized management on single-packet attack defense configurations


Modifying single-packet attack defense configuration of a single firewall


Modifying single-packet attack defense configurations of firewalls in batches


Locking single-packet attack defense configuration


Quickly querying single-packet attack defense configurations


ASPF configuration management
The ASPF configuration management function allows users to modify, deploy, lock, unlock, and query ASPF configurations of firewalls one by one or in batches.
Centralized planning: Users can plan and check ASPF configurations of firewalls on the entire network.
Lock/unlock: When a user is modifying an ASPF configuration, eSight automatically locks the corresponding data record to prevent operations of other users on the data. This reduces data errors caused by simultaneous operations. After a user completes the operation, the system automatically unlocks the policy and releases the operation permission on ASPF configuration to other users. 
Query: Users can quickly query ASPF configurations by the firewall name.
Batch modification: Users can modify ASPF configuration data of firewalls in batches.
Single modification: Users can modify ASPF configuration data of a single firewall.
Centralized ASPF configuration management


Modifying ASPF configurations in batches


Modifying ASPF configuration of a single firewall


Locking ASPF configuration


Quickly querying ASPF configurations


Policy deployment
Users can deploy policies in batches. After completing policy planning, they can select the firewalls or device groups and click Deploy to deploy policies and objects in batches. To improve the deployment success ratio, eSight checks whether the current network environment (including network connectivity between eSight and devices and whether device configurations are correctly synchronized) meets requirements before delivering policies to devices.
Creating a deployment task


Selecting devices


Checking the network environment


Displaying deployment results


Object Management
Centralized object management
Public objects are resources that you can use in policy creation. A predefined public object can be used by multiple policies. You can create, delete, and modify public objects, such as address sets, time ranges, and services. You can also clean unused objects.
Creating a security zone


Creating an address set


Creating a region


Creating a schedule


Creating a service


Creating a keyword group


Creating a user


Creating a security group


Creating an application


Creating a signature


Creating an address pool


Creating a URL category


Cleaning unused objects


Creating a traffic profile


Creating a Portal template


Creating an email address group


Creating an MIME header group


Security profile configuration
You can reference security profiles in security policies to check the traffic content. eSight checks the traffic content based on criteria defined in security profiles and executes actions based on the check result.
Creating a URL filtering profile


Creating an antivirus profile


Creating an IPS profile


Creating a data filtering profile


Creating a file filtering profile


Creating an application behavior control profile


Creating an APT defense profile


Creating an email data filtering profile


Modifying a spam filtering profile


Configuration tracing
Configuration tracing can record details about the configuration change of policies and objects on eSight. Change records for users to add, modify, and delete policies or objects are displayed on the configuration tracing page. 
Data display on the configuration tracing page


Backup and Restoration
After users plan and deploy policies and objects, they can manually or periodically back up the policies and objects. If services become abnormal due to data errors, users can use the backup data to quickly restore the configuration data on eSight and deploy restored data to devices, restoring the network quickly.
Manually backing up data


Setting parameters for scheduled backup


Global Settings
Secure Center provides multiple policy and object management options, some of which are not required by many enterprises or carriers. To simplify operations, users can select the menus to be displayed through global settings based on service requirements.
Customizing menus through global settings


Session Table
The session table includes device and device group synchronization (with filtering condition) functions. Users can quickly search and query information on the session table GUI, facilitating device problem locating. 
Session table -- Selecting a device or device group


Session table -- Device synchronization filtering condition


Session table -- Main page of the session table


Session table -- Session table query page


[bookmark: _EN-US_TOPIC_0087856724-chtext][bookmark: _Toc517367276]SVF Management
Super virtual fabric (SVF) is a vertical virtualization technology that virtualizes devices at the core, aggregation, and access layers into one device for centralized device management. This reduces the number of managed devices, simplifies operation and maintenance (O&M) scenarios, and improves O&M efficiency.
Administrators can manage the SVF capabilities of agile switches and CE switches to implement device monitoring, user management, and service deployment on SVF networks.
Unified Device Monitoring
eSight treats an SVF network as one device to uniformly manage and monitor wired and wireless devices on the network.
An SVF network is displayed as one device in the topology and panel, which facilitates centralized management of device running information and alarms on the entire network. The information includes the running status of parent and client devices and connection status of links between SVF members.

Unified User Management
Administrators can uniformly manage wired and wireless users connected to SVF networks. They can also view the ASs to which wired users connect and the APs to which wireless users connect, and perform fault diagnosis for wireless users.

Configuration Management
Template Management
Administrators can create, modify, and delete SVF service templates.

Service Configuration
eSight provides three configuration matrixes to instruct users to quickly deploy SVF services, the matrixes are SVF system configuration matrix, SVF port configuration matrix, and SVF maintenance and configuration matrix.

[bookmark: _EN-US_TOPIC_0087856725-chtext][bookmark: _Toc517367277]Zero Touch Provisioning
After new switches are installed and powered on, they start the zero touch provisioning (ZTP) process to automatically load system files such as configuration files, software packages, and patch files. The network administrator does not need to commission the switches on site.
Making Required Files
After required files including configuration templates, software packages, patch files, and license files are made, eSight can match required files with devices to implement topology plan-based or device ID-based deployment.
Making required files


Topology Plan-based Deployment
eSight allows users to draw and modify network topologies and matches and delivers required files to deploy unconfigured devices.
Topology planning


File matching


Topology comparison


Device deployment


Device ID-based Deployment
Users can create devices, match required files, and then perform deployment and activation operations to deploy unconfigured devices by the MAC address or ESN. Switches can be activated automatically or manually. AR routers are activated automatically by default.
Creating devices


Matching required files


Deploying devices


Activating devices


Short Message-based Deployment
Users can create undeployed devices, match deployment files, and send short messages to implement short message-based deployment.
Creating undeployed devices


Matching deployment files


Sending short messages


Zero Touch Re-provisioning
Users can redeploy faulty devices in the physical topology using configuration files of faulty devices or ZTP templates.
Zero touch re-provisioning entrance


Zero touch re-provisioning configuration


Zero touch re-provisioning task


[bookmark: _EN-US_TOPIC_0087856726-chtext][bookmark: _Toc517367278]eSight Mobile Management
10. [bookmark: _EN-US_TOPIC_0087856727-chtext][bookmark: _Toc517367279]Region Monitor
eSight provides a region monitor app that can be installed on mobile terminals to monitor the WLAN network quality by region.
You can follow a region to monitor user experience information in the region, including the receive rate, association success ratio, and user offline ratio.

You can view detailed information about a region, including user experience counters in this region and basic information about its lower-layer regions.

You can view information about root cause counters associated with user experience counters.

You can view counter details to obtain troubleshooting suggestions.

[bookmark: _EN-US_TOPIC_0087856728-chtext][bookmark: _Toc517367280]360-Degree WLAN Monitoring
The 360-degree WLAN monitoring app monitors wireless network quality from the perspective of client, AP, and AC.

Displays user experience information and key counters by AC.
Displays client details and allows you to query associated ACs and APs and start fault diagnosis.

Displays details about ACs, AP, and clients to obtain the current counter values and suggestions.

Displays the detailed user roaming history.

Displays the AP's region location.

Displays the AP groups of the AC.

[bookmark: _EN-US_TOPIC_0087856729-chtext][bookmark: _Toc517367281]Terminal Diagnosis
The fault diagnosis app diagnoses wireless network quality on the user side. If detecting any exception, the system displays potential problems and gives suggestions for you to rectify the exception.

[bookmark: _EN-US_TOPIC_0087856730-chtext][bookmark: _Toc517367282]Homepage Picture Customization
You can customize a homepage picture for the monitoring center.

You can customize homepage picture details for the monitoring center.

[bookmark: _EN-US_TOPIC_0087856731-chtext][bookmark: _Toc517367283]Zero Touch Provisioning
The zero touch provisioning app assists eSight to implement zero touch provisioning. You need to plan devices' location information (that uniquely identifies each device)on eSight and map location information with deployment files. Hardware installation personnel log in to the app to download location information and general configurations from eSight. Hardware commissioning personnel scan device ESNs and upload location information and scanning results to eSight to form the mappings between ESNs and deployment files.
The zero touch provisioning app allows you to view planned deployment tasks by the device or task.

Select a specific task to view all devices in the task.

Select a specific device to view device details.

Click the device ID and the scanning icon next to Remarks on the device details page to switch to the scanning page. On this page, you can scan QR code or bar code.

After scanning is complete, click Upload at the bottom of the device or task list to upload information to eSight.

Click Download at the bottom of the device or task list to download deployment data from eSight to the app.

[bookmark: _EN-US_TOPIC_0087856732-chtext][bookmark: _Toc517367284]SDK
eSight Mobile releases the open SDK to allow enterprises or third parties to develop their own applications based on service needs, building a win-win ecosystem.
[bookmark: _EN-US_TOPIC_0087856733-chtext][bookmark: _Toc517367285]iPCA
eSight Mobile releases the iPCA application to provide the iPCA capability on mobile terminals. The application enables users to create, manage, and view iPCA tasks and perform hop-by-hop network quality measurement on terminals.
iPCA task list and management on terminal

eSight Mobile supports hop-by-hop diagnosis and displays data in real time.

Users can select the source and destination nodes to create a task.

[bookmark: _EN-US_TOPIC_0087856734-chtext][bookmark: _Toc517367286]WLAN Evaluation
The WLAN evaluation function allows users to quickly inspect and score connected wireless networks. This function also enables in-depth inspection on wireless networks, allowing users to set inspection items, and view, save, and export inspection records.
Implement fast inspection.

Implement in-depth inspection.

Save inspection results.

Set inspection items.

View inspection records. 

[bookmark: _EN-US_TOPIC_0087856735-chtext][bookmark: _Toc517367287]SMS-based Deployment
SMS-based deployment provides deployment task management, device matching by scanning barcodes, and deployment message delivery functions to facilitate deployment and management.
Deployment task management

Device matching by scanning barcodes

Deployment message delivery

[bookmark: _EN-US_TOPIC_0087856736-chtext][bookmark: _Toc517367288]Device Management
You can use your mobile phone to monitor status statistics of wired devices, expand the device list, and filter information about a specified device. You can tap a specific device to view basic device information, health status, and key performance indicators (KPIs). You can also perform ping and trace operations on a specific device.
Device status statistics

Device list

Device details

Ping operation

Trace operation

[bookmark: _EN-US_TOPIC_0087856737-chtext][bookmark: _Toc517367289]Compliance Check
Compliance check can detect noncompliance of devices according to the compliance rules. You can perform compliance check to determine whether an enterprise network meets the security requirements and keep the network running in a secure and stable environment.
Compliance check process: The network administrator formulates compliance rules for each device based on the security configuration requirements and imports the rules when creating a compliance check task. After the task is executed manually or automatically, the network administrator can view and analyze the result and rectify configuration to ensure that the device conforms to the compliance rules.
Task Management
All the compliance rules are managed in the compliance check task, which specifies the configurations and devices to be checked.
Compliance check task management provides the following functions:
Creating, deleting, modifying, and querying tasks as well as enabling and disabling periodic tasks
Compliance check task management


Creating a check task


Immediately auditing tasks and rules
Viewing task details and identifying devices that do not conform to the compliance rules.
[bookmark: _EN-US_TOPIC_0087686172][bookmark: _EN-US_TOPIC_0087686172-chtext][bookmark: _Toc517367290]Collaboration Management
2. [bookmark: _EN-US_TOPIC_0087686173-chtext][bookmark: _Toc517367291]Unified Communications Management
11. [bookmark: _EN-US_TOPIC_0087686174-chtext][bookmark: _Toc517367292]Definition
The Unified Communication Management provides functions of monitoring and maintaining devices in the enterprise communication solutions (EC) and contact center solution (CC). The managed objects include the IP PBX, IAD, SBC (SX series), SBC (SE series), UAP 3300, CC, ECS 3.0, EC 6.0/6.1, eSpace U2900, eSpace USM, VCLOG, UMS, and VTC.
[bookmark: _EN-US_TOPIC_0087686175-chtext][bookmark: _Toc517367293]Benefits
The UC and CC networks include various types of devices using different protocols. The O&M cost is high for theses devices. The UC management component allows users to conveniently and quickly manage EC and CC devices, and implements visualized monitoring and management through the alarm, performance, and topology features, reducing the O&M cost.
[bookmark: _EN-US_TOPIC_0087686176-chtext][bookmark: _Toc517367294]Functions
Device access: Accesses UC devices through multiple protocols and adding methods. 
Topology management & alarm management: Manages topologies and alarms of all devices managed by the UC component. 
Performance management: Manages the performance of the IP PBX, IAD, eSpace U2900, eSpace USM, USM in the EC 6.0, USM in the EC 6.1, CCF, CGP, vMRFP (MRP6600), MS in the ECS, and CTI in the CC solution.
IP PBX service resource: Manages IP PBX service resources, including statistics on PRA resources, user resources, and DSP resources. 
Voice quality monitoring: Monitors the voice quality of gateways (IAD and IP PBX) and analyzes voice quality data, which facilitates onsite troubleshooting. 
Service parameter settings: Sets service parameters of IP PBXs and IADs connected to eSight in batches based on the site requirements.
Managed device upgrade: Upgrades IADs in batches. 
Signaling tracing: Traces signaling of CloudUSM, MediaX, CloudMCU, vMRFP, and SE1000.
[bookmark: _EN-US_TOPIC_0087686177-chtext][bookmark: _Toc517367295]Principle
The UC management provides the functions of monitoring and maintaining UC devices. Figure 3-202 shows the implementation principle.
[bookmark: _en-us_topic_0086847914_fig7688101593118]UC management principle


The administrator accesses devices and configures the performance measuring task.
Accessed devices are displayed in the topology and device alarms are automatically reported.
Performance monitoring data of UC devices is periodically collected.
[bookmark: _EN-US_TOPIC_0087686178-chtext][bookmark: _Toc517367296]KPIs
When deployed on a standard server, eSight can manage a maximum of 500 IP PBXs or 5000 other UC devices.
When deployed on a high-configuration server, eSight can manage a maximum of 2000 IP PBXs or 20000 UC devices.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk
[bookmark: _EN-US_TOPIC_0087686179-chtext][bookmark: _Toc517367297]Telepresence and Videoconferencing Management
11. [bookmark: _EN-US_TOPIC_0087686180-chtext][bookmark: _Toc517367298]Definition
The telepresence and videoconferencing (TP/VC) management provides the function of monitoring TP/VC devices. The managed objects include the VCT, Tri-Screen TP, Uni-Screen TP, TP codec, MCU, REE, DP300, GK, RP, EUA, MediaX, and CloudMCU.
[bookmark: _EN-US_TOPIC_0087686181-chtext][bookmark: _Toc517367299]Benefits
The TP/VC network includes different types of devices whose O&M cost is high. The TP/VC component allows users to conveniently and quickly manage TP/VC devices, reducing the O&M cost.
[bookmark: _EN-US_TOPIC_0087686182-chtext][bookmark: _Toc517367300]Functions
Device access: Accesses TP/VC devices through multiple protocols and adding methods.
Topology management & alarm management: Manages topologies and alarms of all devices managed by the TP/VC component.
[bookmark: _EN-US_TOPIC_0087686183-chtext][bookmark: _Toc517367301]Principle
The TP/VC management provides the function of monitoring TP/VC devices. Figure 3-203 shows the implementation principle of TP/VC management.
[bookmark: _en-us_topic_0086847917_fig1028833195711]TP/VC management principle


The administrator connects devices.
Accessed devices are displayed in the topology and device alarms are automatically reported.
[bookmark: _EN-US_TOPIC_0087686184-chtext][bookmark: _Toc517367302]KPIs
When deployed on a standard server, eSight can manage a maximum of 5000 TP/VC devices.
When deployed on a high-configuration server, eSight can manage a maximum of 20000 TP/VC devices.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk
[bookmark: _EN-US_TOPIC_0087686185-chtext][bookmark: _Toc517367303]Terminal Management


During terminal management, this feature will inevitably use user personal data, such as the terminal SN, terminal IP address, terminal MAC address, Call History Record (CHR), phone number (including the calling and called numbers), and the name, department, position, and enterprise of the terminal user and maintenance personnel. You should take adequate measures, in compliance with the laws of the countries concerned and the user privacy policies of your company, to ensure that user data is fully protected.
11. [bookmark: _EN-US_TOPIC_0087686186-chtext][bookmark: _Toc517367304]Definition
The terminal management can centrally manage a large number of distributed enterprise communication terminals. The managed objects include the IP phone and TE-series TP devices.
[bookmark: _EN-US_TOPIC_0087686187-chtext][bookmark: _Toc517367305]Benefits
The terminal management component can simplify the terminal access process and automatically manage connected terminals. The administrator can centrally maintain a large number of terminals in batches, improving the maintenance efficiency.
[bookmark: _EN-US_TOPIC_0087686188-chtext][bookmark: _Toc517367306]Functions
Access scanning: Actively scans the IP address segments where IP phones are located and automatically manages IP phones meeting the access conditions. 
Group management: Manages accessed terminals by group through the IP address segment or a user-defined method. Users can move a terminal from the default group to a user-defined group, implementing configuration delivery and version upgrade of the specified group. Terminals in a user-defined group cannot be moved to another group. 
Configuration delivery: Modifies terminal parameters. 
Alarm management: Receives and manages running alarms reported by terminals. 
Version upgrade: Receives terminal upgrade files uploaded by users and sends the upgrade command to the terminals to upgrade the terminal software version. 
Log management: Collects and manages terminal run logs. 
MOS monitoring: Selects terminals and sends the voice quality monitoring command to the terminals. The terminals collect voice quality information and send the information to eSight. 
Cross-NAT management: Implementing cross-NAT management of terminals by enabling the STUN service.
[bookmark: _EN-US_TOPIC_0087686189-chtext][bookmark: _Toc517367307]Principle
The Terminal Management component can centrally manage enterprise communications terminals. Figure 3-204 shows the implementation principle.
[bookmark: _en-us_topic_0086847886_fig13695774010]Terminal management principle


The administrator accesses devices. Accessed devices are displayed in the topology and device alarms are automatically reported. 
Parameters or version files are delivered to modify terminal parameters or version upgrade. 
The MOS monitoring command is delivered to implement voice quality information collection.
[bookmark: _EN-US_TOPIC_0087686190-chtext][bookmark: _Toc517367308]KPIs
When deployed on a standard server, eSight can manage a maximum of 80000 terminals.
When deployed on a high-configuration server, eSight can manage a maximum of 400000 terminals.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk
[bookmark: _EN-US_TOPIC_0087686191][bookmark: _EN-US_TOPIC_0087686191-chtext][bookmark: _Toc517367309]Video Surveillance Management
2. [bookmark: _EN-US_TOPIC_0087686192-chtext][bookmark: _Toc517367310]Definition
The video surveillance component can manage the access and alarm of VCNs and cameras, manage the performance of VCNs, and manage cameras by group on the map.
[bookmark: _EN-US_TOPIC_0087686193-chtext][bookmark: _Toc517367311]Benefits
The video surveillance network includes various types of cameras and the O&M cost is high. The video surveillance component helps users centrally manage cameras.
[bookmark: _EN-US_TOPIC_0087686194-chtext][bookmark: _Toc517367312]Functions
Device access: Provides the function of managing accessed VCNs and VCMs, and supports the function of synchronizing IPCs, DVRs, NVRs, and cameras managed by VCNs from the VCNs.
Performance management: Monitors the CPU usage and memory usage of the VCN through performance tasks.
Alarm management: Manages alarms of the VCN, VCM, IPC, DVR, NVR, and camera.
Portal management: Displays top N SD card faults of VCNs and top N packet loss rate of VCNs.
Map management
Group statistics management
In the manual group management mode, users can group cameras by region on the map. In the automatic group synchronization mode, eSight automatically synchronizes camera group information from the VCN. In addition, users can add devices and power supply devices related to the cameras to the group to which the cameras belong.
After cameras are grouped, users can select a group on the map and view the total number of cameras, number of online cameras, and number of offline cameras in the group on the right of the map. If a leaf group is selected, users can also view uncleared alarms of devices in the leaf group on the right of the map.
Offline camera diagnosis
After selecting a group on the map, a user can view all offline cameras in the group at the lower part of the map. The user can unfold the row of an offline camera to view the camera offline reasons, including the VCN fault, power supply fault, access device fault, main device fault, and camera fault.
Camera packet loss diagnosis
After selecting a group on the map, a user can view all IPCs for which packet loss alarms are generated in the group. The user can click the diagnosis button next to an IPC to diagnose the packet loss between the IPC and IVS, including the packet loss information about the IPC, link between the IPC and agile device gateway, agile device, and link between agile devices.
Agile report management
Camera group offline rate statistics report
Periodically collects statistics on the total number of cameras, number of online cameras, online rate, number of offline cameras, and offline rate of a camera group.
[bookmark: _EN-US_TOPIC_0087686195-chtext][bookmark: _Toc517367313]Principle
The video surveillance component provides the function of monitoring VCNs and cameras. Figure 3-205 shows the implementation principle of the video surveillance.
[bookmark: _en-us_topic_0086847903_fig2755142372114]Video surveillance management principle


The administrator accesses devices and configures the performance measuring task.
Accessed devices are displayed in the topology and device alarms are automatically reported.
Device performance monitoring data is periodically collected.
[bookmark: _EN-US_TOPIC_0087686196-chtext][bookmark: _Toc517367314]KPIs
When deployed on a standard server, eSight can manage a maximum of 10000 cameras and 2500 groups.
When deployed on a high-configuration server, eSight can manage a maximum of 40000 cameras and 10000 groups.
When deployed on a server supporting large-scale management, eSight can manage a maximum of 500000 cameras and 125000 groups.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk
Server supporting large-scale management: 40-core 2 GHz CPU, 128 GB memory, and 1 TB hard disk (Preinstallation upon delivery is not supported. Only Novell SuSE LINUX Enterprise Server 12.0 SP2 and Oracle Database Standard Edition 11g R2 are supported.)
[bookmark: _EN-US_TOPIC_0096553066][bookmark: _EN-US_TOPIC_0096553066-chtext][bookmark: _Toc517367315]PON Management
2. [bookmark: _EN-US_TOPIC_0096553067-chtext][bookmark: _Toc517367316]PON Resource Management
13. [bookmark: _EN-US_TOPIC_0096553068-chtext][bookmark: _Toc517367317]Definition
This feature provides the PON device management function, enabling administrators to view resource and status information about PON devices and to manage the devices.
[bookmark: _EN-US_TOPIC_0096553069-chtext][bookmark: _Toc517367318]Benefits
Users can understand the status of the PON and each node, and locate and rectify faults when they occur on the network. In addition, administrators can perform maintenance operations, such as remote upgrade, configuration backup, and configuration restore, on the PON, improving the network O&M efficiency and reducing operation costs for enterprises.
[bookmark: _EN-US_TOPIC_0096553070-chtext][bookmark: _Toc517367319]Function
OLT resource management
The OLT list managed in the system is displayed in a resource table. Basic OLT information can be viewed, filtered, and queried.
This function supports operations such as synchronization, jumping to the physical topology, and clicking a name link to jump to the OLT manager to review related detailed information.
OLT NE Explorer


Optical splitter resource management
The optical splitter list managed in the system is displayed in a resource table. Basic optical splitter information can be viewed, filtered, and queried.
This function supports optical splitter operations such as add, move, modify, delete, and batch import.
ONU resource management
The ONU list managed in the system is displayed in a resource table. Basic ONU information can be viewed, filtered, and queried.
This function supports functions such as moving ONUs, changing alias, setting polling parameters, changing ONUs, export ONUs,create ONUs and clicking an ONU name link to jump to the ONU manager to view related detailed information.
ONU NE Explorer.


PON electronic label
The electronic label list of PON devices is displayed in a resource table. This function supports the export operation.
Device software version management
This function supports operations such as viewing, uploading, modifying, and deleting device software versions.
A device software upgrade task can be created based on the upgrade option selected by a user and the software version file uploaded by the user. The created task list is displayed in a table. The task execution progress and status can be viewed.
Device configuration file management and backup
Device running configuration files of devices included in tasks can be backed up based on the specified cycle, which can be one day, one week, or one month.
This function supports the operations of backing up configurations of a specified device and restoring the configuration file for a specified device.
[bookmark: _EN-US_TOPIC_0096553071-chtext][bookmark: _Toc517367320]Principle
The SNMP protocol is used to communicate with PON devices (including OLTs and MxUs) to obtain related resource and status information. Principles of PON resource management is shown as Figure 3-208.
[bookmark: _d0e10940]PON Resource Management


eSight PON uses SNMP protocol to communicate with the OLT and MXU devices.
eSight PON uses SFTP protocol for massive data interaction with devices, for instance, upgrading.
ONTs use OMCI (Optical Network Terminal Management and Control Interface) between OLT or MxU for information interaction.
[bookmark: _EN-US_TOPIC_0096553072-chtext][bookmark: _Toc517367321]Key Parameters
3000 ONTs can be remotely upgraded in batches each hour. Therefore, the number of devices must be properly planned during upgrade task planning.
[bookmark: _EN-US_TOPIC_0096553073-chtext][bookmark: _Toc517367322]PON Deployment
13. [bookmark: _EN-US_TOPIC_0096553074-chtext][bookmark: _Toc517367323]Definition
PON deployment refers to the process of deploying PON devices (including MxUs and ONTs) on the network after the OLT deployment is completed. After PON devices are powered on, service configurations can be automatically distributed based on the preconfigured zero-touch policy, implementing device deployment.
[bookmark: _EN-US_TOPIC_0096553075-chtext][bookmark: _Toc517367324]Benefits
Configuration engineers can preconfigure deployment policies and do not need to commission software for devices at the installation site when a large number of ONUs are installed onsite. This feature reduces the cooperation between engineering persons and configuration engineers, improves the device deployment efficiency, and reduces the network deployment costs.
[bookmark: _EN-US_TOPIC_0096553076-chtext][bookmark: _Toc517367325]Function
OLT global configuration management
This function provides capabilities of configuring service-related VLANs on OLTs, binding upstream ports, and automatically generating templates for deploying other PON devices. OLT global configurations can take effect only after being delivered to OLTs.
MxU configuration management
This function provides the capability of performing service configuration for predeployed MxUs, including configuring upstream ports, VLANs, and user ports.
Multiservice profile management
Provide a profile for configuring multiple ONU services in a centralized manner. The profile content includes the ONT bandwidth, voice, multicast, on-demand and 802.1x authentication services. The multi-service profile must be used with zero configuration policy management to deliver services to ONUs.
Zero-touch policy management
This function provides capabilities of automatically generating a deployment task based on the policy information configured by a user when PON devices (MxUs or ONTs) are launched, adding PON devices, and performing related service configuration, to implement device deployment.
Deployment task management
This function provides capabilities of managing tasks during PON device deployment, monitoring task execution status, and viewing failure information. In addition, the retry capability is provided.
Dual-homing protection group
This function provides capabilities of creating dual-homing protection groups, configuring the mapping between working OLTs and protection OLTs, viewing created dual-homing protection groups in tables, and modifying and deleting created dual-homing protection groups.
Deployment wizard
This function provides the capability of implementing PON device deployment quickly based on the wizard. The main steps of global configuration and zero-touch policy are organized together in wizard mode.
Configuration Guide


[bookmark: _EN-US_TOPIC_0096553077-chtext][bookmark: _Toc517367326]Principle
After receiving the ONU launch event, eSight performs ONU service configuration based on the zero-touch policy. The priciples of PON deployment is shown as Figure 3-210.
[bookmark: _en-us_topic_0088719773_fig6002513204538]PON Network Deployment


eSight PON matches corresponding policies via power-on events and delivers relevant configurations.
[bookmark: _EN-US_TOPIC_0096553078-chtext][bookmark: _Toc517367327]Key Paramters
This feature has no special indicator.
[bookmark: _EN-US_TOPIC_0087686197][bookmark: _EN-US_TOPIC_0087686197-chtext][bookmark: _Toc517367328]eLTE Management
eSight offers a wide array of eLTE management functions, including eLTE Industry Terminal management, eLTE eNodeB management, eLTE eSE management and NE version adaptation package management.
2. [bookmark: _EN-US_TOPIC_0087686198-chtext][bookmark: _Toc517367329]eLTE Industry Terminal Management
14. [bookmark: _EN-US_TOPIC_0087686199-chtext][bookmark: _Toc517367330]Definition
Large-scale Industry Terminal remote management in a centralized manner is supported. In addition, the full life cycle management capability is provided, including deployment, configuration, monitoring, and diagnosis.
[bookmark: _EN-US_TOPIC_0087686200-chtext][bookmark: _Toc517367331]Benefits
Batch operations can improve the maintenance efficiency and reduce service costs.
The convenient and quick Industry Terminal access management capability is provided.
[bookmark: _EN-US_TOPIC_0087686201-chtext][bookmark: _Toc517367332]Function
PnP Device Access
Automatically delivering configuration files
When a Industry Terminal is added to eSight, eSight automatically obtains and delivers the configuration file to the Industry Terminal based on the Industry Terminal model and version number.
Automatically upgrading version files
After a Industry Terminal firmware version file is uploaded to eSight, eSight compares the current firmware version with the uploaded version file. If the versions do not match, eSight upgrades it to the uploaded version.
Configuration Management
Basic information
Users can view and update basic information about Industry Terminals.
Setting common parameters
Users can set the following common parameters for managed objects: WAN, LAN, eSight server, router, firewall, and service access.
General configuration
Users can modify Industry Terminal parameters using the TR-069-compliant configuration model tree.
Integrating the Industry Terminal web manager
Users can jump to the Industry Terminal web manager from eSight, and set advanced parameters for a single Industry Terminal.
Exporting a configuration file
Users can export Industry Terminal configuration files for backup.
Loading a configuration file
Users can load configuration files for Industry Terminals.
Batch Configuration
Users can set parameters for Industry Terminal devices in batches.
Monitoring and Maintenance
Alarm Management
eSight allows users to manage the following Industry Terminal alarms: Lower computer disconnection Lower computer quantity threshold-crossing LAN port upstream exception Weak wireless signal login and logout alarm
Performing remote maintenance
Users can remotely restart Industry Terminals, restore factory defaults, and use the ping command to check the connectivity.
Managing device logs
Users can review diagnosis and routing log files about Industry Terminals, download them from Industry Terminals to the eSight server, and export them to a local disk.
Monitoring LAN port peak rates
Users can monitor peak rates of incoming and outgoing traffic on LAN ports.
Batch Restart
Users can restart Industry Terminals in batches.
Batch Factory Defaults Restoration
Users can restore the factory defaults for selected Industry Terminals in batches. Perform this operation with caution.
Authentication Credential Setting and Modification
eSight enables users to modify authentication credentials for one or more Industry Terminals.
Industry Terminal Status Monitoring
This feature offers a GUI to monitor the connectivity status of Industry Terminals in batches. Users can use this feature to monitor key Industry Terminals and rapidly detect device problems that may have a great impact on services. This feature allows a maximum of 5 users to simultaneously monitor the connectivity status of 200 devices, and intuitively displays the monitoring process, current status, and last-hour online rate trend in different colors, tables, and charts.
Untrusted Industry Terminal Management
eSight receives Industry Terminal registration requests and records basic information about Industry Terminals in lists. Users can selectively move Industry Terminals from the untrusted Industry Terminal list to the authorized Industry Terminal list.
Batch Configuration File Load
Users can immediately or regularly load configuration files for specific Industry Terminals in batches.
Batch Upgrade
Users can upgrade the Industry Terminal firmware versions in batches instantly or as scheduled. Users can also customize upgrade policies when the current and target versions of NEs are the same. The number of upgrade tasks that can be concurrently executed is controlled by the file server egress bandwidth.
Performance Management
eSight supports real-time and periodical collection and display of Industry Terminal indicators, including LAN port rate, receive signal strength indictor, reference signal receiving power, and downstream signal-to-noise ratio.
Batch Log Management
eSight allows users to export Industry Terminal diagnosis and routing logs in batches.
Industry Terminal Connectivity Check
Users can perform ping operations over selected Industry Terminals in batches. Users can configure the packet size, times, and timeout for ping operations. After ping operations are complete, the following information is displayed: the number of sent and received packets, lost packets, estimated travel time, and shortest/longest/average latency.
Industry Terminal and Lower Computer Connectivity Check
This function is used to check the connectivity between a single Industry Terminal and its lower computer. After users can select a Industry Terminal on eSight, and specify the IP address or IP address range of a host, eSight can remotely initiate ping operations from the Industry Terminal to the host. Users can configure the packet size, times, and timeout for ping operations.
[bookmark: _EN-US_TOPIC_0087686202-chtext][bookmark: _Toc517367333]Principle
eLTE Industry Terminal device management provides the capability to monitor and maintain Industry Terminal devices.Figure 3-211 shows the principle.
[bookmark: _en-us_topic_0081039631_fig13785918313]Principle of the Industry Terminal device management


An administrator connects a device.
The connected device reports an alarm to eSight.
The Industry Terminal device can be maintained remotely.
[bookmark: _EN-US_TOPIC_0087686203-chtext][bookmark: _Toc517367334]Key Parameters
When deployed on a standard-configuration server, eSight can manage a maximum of 5,000 industry terminals.
When deployed on a high-configuration server, eSight can manage a maximum of 20,000 industry terminals.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk.
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk.
[bookmark: _EN-US_TOPIC_0087686204-chtext][bookmark: _Toc517367335]eLTE eNodeB Management
14. [bookmark: _EN-US_TOPIC_0087686205-chtext][bookmark: _Toc517367336]Definition
The capability of managing the base stations in a unified manner is provided, implementing convergent management for wired and wireless networks.
[bookmark: _EN-US_TOPIC_0087686206-chtext][bookmark: _Toc517367337]Benefits
Batch operations can improve the maintenance efficiency and reduce service costs.
The in-depth and comprehensive base station access management capability is provided.
[bookmark: _EN-US_TOPIC_0087686207-chtext][bookmark: _Toc517367338]Function
Device Access
Users can add a single eNodeB, import a file to add eNodeBs in batches, or use eSight to automatically discover eNodeBs that are running on the network. Users can also manage the eNodeB connection status and management status in the topology or on the device overview page.
Device Management
Alarm Management
In addition to all the alarm management functions mentioned , eSight also allows users to manually and automatically synchronize current alarms, and clear specific current alarms for devices.
Performance Management
By default, eSight offers key, major, and minor performance indicator templates. After devices are connected to eSight, collection tasks about key performance indicators (KPIs) are automatically added to collect performance data about network-wide devices.
eSight supports 15 key performance counter templates, including eNodeB, link, RRU, board, cell, port, and carrier; and automatically creates one-hour performance collection tasks when eNodeBs are created. Users can also manually create and delete periodical detection tasks for eNodeBs at an interval less than one hour.
Topology Management
In addition to all the functions mentioned , eSight also offers the following topology management functions for eNodeBs:
Displays virtual connections between eNodeBs and eSEs in the physical topology.
Updates the eNodeB connection and alarm status in the physical topology in real time.
Allows users to right-click an eNodeB to display the following functions: configuration synchronization, alarm browsing, NE details, web network management, and MML command.
Allows users to manually create link connections between eLTE devices and network devices, and displays the links in the topology view. Users can monitor the link status to better understand the network topology and changes of the monitored network.
NE Manager
The NE manager allows users to manage:
Key NE information models
Physical resources such as NE attributes, boards, and ports
Transmission resources such as IP interfaces, S1 interfaces, X2 interfaces, routes, Stream Control Transmission Protocol (SCTP) links, and IP paths
Wireless resources such as remote radio units (RRUs), RRU chains, sectors, cells, operator information, and cell operator information
The NE manager also allows users to check current and historical alarms of NEs as well as NTP server configuration.
Device Software Upgrade
Users can manage the following files on eSight:
Version files
Hot and cold patches
BootRom files
Configuration files
Certificate files
Users can update the software for multiple devices in a single task instantly or as scheduled.
Users can also review historical upgrade tasks, monitor the execution status of current upgrade tasks, and control the number of concurrent upgrade tasks based on the file server egress bandwidth.
Configuration Deployment
MML Command
The MML Command allows users to deliver MML commands to NEs of the same type and version on eSight. The MML client offers a function-specific command navigation tree, allows users to filter, search for, and sort NEs, supports MML command association and online help, and records executed historical commands. Before executing a command that may have severe negative effects, the MML Client informs users of possible execution results and executes the command only after the users confirm the operation.
eSight displays command execution results in real time.
MML Script
eSight delivers MML scripts to multiple devices in batches. MML scripts contain MML commands and are used to perform service deployment for devices in batches. Users can manage script delivery tasks and view script execution reports to learn detailed results of each command executed on each device.
Configuration Data Synchronization
To ensure configuration data consistency between eSight and NEs, eSight supports automatic data synchronization after an NE configuration change and manual data synchronization. Users can check synchronization task progresses on the synchronization task management page, and use the NE manager to check common configuration parameters synchronized to eSight.
Monitoring and Maintenance
Cell eRAN Monitor
eSight monitors the use and KPIs of cell resources in real time, and displays the monitoring results in graphs. The KPIs include the service satisfaction rate, total throughput, number of users, RB usage, RSSI statistics, interference detection, TDD interference detection, cell scheduling user information, HARQ status, air interface DCI status, air interface DRB statistics, and MLB. Using this function, users can know device performance and system running information in real time.
User eRAN Monitor
eSight traces specified target users over the entire network, monitors cross-eNodeB resource usage of users, and displays the monitoring results in graphs. Resource usage information includes cell combination, MCS count, downlink power control, uplink power control, throughput, RLC service volume, scheduling, signal channel quality, power headroom, BLER, and downlink RSRP/RSRQ reporting. Using this function, users can know device performance and system running information in real time.
Signaling Trace
By tracking, collecting, and graphically displaying the interface and link messages, such as IFTS trace and Cell DT trace. This function provides data to support routine maintenance, commissioning, and fault locating on devices.
LMT Proxy
Users can open the LMT web UI using eSight. If users and NEs are on two isolated networks, users cannot directly access the NEs through the LMT web UI. In this scenario, users can use the LMT proxy capability provided by eSight to access the NEs.
[bookmark: _EN-US_TOPIC_0087686208-chtext][bookmark: _Toc517367339]Principle
eLTE base station device management provides the capability to monitor and maintain base station devices.  Figure 3-212shows the principle.
[bookmark: _en-us_topic_0081039638_fig121121792346]Principle of the base station device management


An administrator connects a device. The connected device is displayed in the topology.
The connected device reports an alarm to eSight.
The base station device can be monitored and maintained.
[bookmark: _EN-US_TOPIC_0087686209-chtext][bookmark: _Toc517367340]Key Parameters
When deployed on a standard-configuration server, eSight can manage a maximum of 500 base stations.
When deployed on a high-configuration server, eSight can manage a maximum of 2,000 base stations.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk.
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk.
[bookmark: _EN-US_TOPIC_0087686210-chtext][bookmark: _Toc517367341]eLTE eSE Management
14. [bookmark: _EN-US_TOPIC_0087686211-chtext][bookmark: _Toc517367342]Definition
The capability of managing the service engines in a unified manner is provided, implementing convergent management for wired and wireless networks.
[bookmark: _EN-US_TOPIC_0087686212-chtext][bookmark: _Toc517367343]Benefits
Batch operations can improve the maintenance efficiency and reduce service costs.
Convergent management is implemented for wired and wireless networks.
[bookmark: _EN-US_TOPIC_0087686213-chtext][bookmark: _Toc517367344]Function
Device Access
eSight allows users to add a single device, and manage the eSE connection status and management status in the topology or on the device overview page. Due to limited quantity of eSEs, users do not need to import eSEs in batches or use the automatic discovery function to add eSEs. However, the eCNS610 supports batch import.
Device Management
Alarm Management
For eLTE eSEs, eSight supports all the alarm management functions mentioned . eSight supports manual and automatic synchronization of current alarms, and allows users to clear specific current alarms.
Performance Management
By default, eSight offers key, major, and minor performance indicator templates. After devices are connected to eSight, collection tasks about KPIs are automatically added to collect performance data about network-wide devices.
Topology Management
In addition to all the functions mentioned , eSight also offers the following topology management functions for eSEs:
Displays virtual connections between eNodeBs and eSEs in the physical topology.
Updates the eSE connection and alarm status in the physical topology in real time.
Allows users to right-click an eSE to display the entries for current alarms and the MML Command.
Allows users to manually create link connections between eLTE devices and network devices, and displays the links in the topology view. Users can monitor the link status to better understand the network topology and changes of the monitored network.
NE Manager
The NE manager allows users to check current and historical alarms about devices. Current and historical alarms of NEs can be viewed on the NE manager. Configuration resource information about devices can be viewed, excluding eCNS610.
Configuration Deployment
MML Command
The MML Command allows users to deliver MML commands to NEs of the same type and version on eSight. The MML Client offers a function-specific command navigation tree, allows users to filter, search for, and sort NEs, supports MML command association and online help, and records executed historical commands. Before executing a command that may have severe negative effects, the MML CLI informs users of possible execution results and executes the command only after the users confirm the operation.
eSight displays command execution results in real time.
MML Script
eSight delivers MML scripts to multiple devices in batches. MML scripts contain MML commands and are used to perform service deployment for devices in batches. Users can manage script delivery tasks and view script execution reports to learn detailed results of each command executed on each device.
Configuration Data Synchronization
To ensure configuration data consistency between eSight and NEs, eSight supports automatic data synchronization after an NE configuration change and manual data synchronization. Users can check synchronization task progresses on the synchronization task management page, and use the NE manager to check common configuration parameters synchronized to eSight.
[bookmark: _EN-US_TOPIC_0087686214-chtext][bookmark: _Toc517367345]Principle
eLTE service engine device management provides the capability to monitor and maintain service engine devices. Figure 3-213shows the principle.
[bookmark: _en-us_topic_0081039664_fig177517568383]Principle of the service engine device management


An administrator connects a device. The connected device is displayed in the topology.
The connected device reports an alarm to eSight.
The service engine device can be monitored and maintained.
[bookmark: _EN-US_TOPIC_0087686215-chtext][bookmark: _Toc517367346]Key Parameters
When deployed on a standard-configuration server, eSight can manage a maximum of 50 service engines.
When deployed on a high-configuration server, eSight can manage a maximum of 200 service engines.

Standard-configuration server: 12-core 2 GHz CPU, 32 GB memory, and 500 GB hard disk.
High-configuration server: 40-core 2 GHz CPU, 64 GB memory, and 1 TB hard disk.
[bookmark: _EN-US_TOPIC_0087686216-chtext][bookmark: _Toc517367347]eLTE Service Channel Diagnosis
14. [bookmark: _EN-US_TOPIC_0087686217-chtext][bookmark: _Toc517367348]Definition
A method is provided for adapting eSight to devices.
[bookmark: _EN-US_TOPIC_0087686218-chtext][bookmark: _Toc517367349]Benefits
The adaptation packages are separated from the eSight software and can be loaded on demand, reducing the software package size.
[bookmark: _EN-US_TOPIC_0087686219-chtext][bookmark: _Toc517367350]Function
With the service channel diagnosis function, eSight displays segment-by-segment service tunnels between Industry Terminal users and business servers in the service topology and tables, and allows users to:
Define and discover end-to-end service tunnels that need check.
Manually check the connectivity for each segment of service tunnels
Check the connectivity for each segment of service tunnels.
Display connectivity check results in the service topology and tables.
Set ping detection parameters and alarm thresholds.
[bookmark: _EN-US_TOPIC_0087686220-chtext][bookmark: _Toc517367351]Principle
You need to load the adaptation package of the corresponding NE version dynamically, convert the adaptation package into the adaptation configuration file required for the network management device management function, deploy the adaptation package, and make it effective.
[bookmark: _EN-US_TOPIC_0087686221-chtext][bookmark: _Toc517367352]Key Parameters
N/A.
[bookmark: _EN-US_TOPIC_0096553079][bookmark: _EN-US_TOPIC_0096553079-chtext][bookmark: _Toc517367353]Transport Device Management
2. [bookmark: _EN-US_TOPIC_0096553080-chtext][bookmark: _Toc517367354]Definition
Transport device management provides basic management capabilities for Microwave and Integrated Site devices, including resource statistics collection, alarm management, and device configuration.
[bookmark: _EN-US_TOPIC_0096553081-chtext][bookmark: _Toc517367355]Benefits
In the Safe City solution, this feature provides management of microwave devices functioning as video microwave backhaul nodes  and integrated site devices so that the devices can be managed together with other devices by the eSight.
[bookmark: _EN-US_TOPIC_0096553082-chtext][bookmark: _Toc517367356]Function
Transport device management provides the following functions:
Device access: Operators can add single devices. Online running devices can be automatically discovered by the system, and operator can view the device status in the topology and device overview information.
Alarm management: Current and historical alarms can be viewed, alarms can be masked, the alarm severity can be redefined, and alarms can be cleared and acknowledged.
Device configuration: Operators can choose the specified menu on the NE details page to jump to the built-in web pages and perform query and configuration operations, such as NE attribute query, time synchronization, time zone setting, communication parameter management, alarm browse, and NE user management.
[bookmark: _EN-US_TOPIC_0096553083-chtext][bookmark: _Toc517367357]Principle
The system uses SNMP to communicate with microwave devices, obtain resource information, and monitor the alarm status.
Figure 3-214shows the implementation principle.
[bookmark: _d0e12535]Implementation principle of transport device management


The administrator connects devices to eSight. Connected devices are displayed in the topology.
Device adaptation packages are installed so that devices automatically report generated alarms to eSight.
[bookmark: _EN-US_TOPIC_0096553084-chtext][bookmark: _Toc517367358]Key Parameters
None
[bookmark: _EN-US_TOPIC_0087686222][bookmark: _EN-US_TOPIC_0087686222-chtext][bookmark: _Toc517367359]IoT Management
2. [bookmark: _EN-US_TOPIC_0087686223-chtext][bookmark: _Toc517367360]Definition
The IoT Management component centrally manages alarms and topologies of IoT devices. The managed objects include the CSP, CGS, SmartHome, and OceanConnect devices.
[bookmark: _EN-US_TOPIC_0087686224-chtext][bookmark: _Toc517367361]Benefits
The IoT Management component implements visualized monitoring of IoT device alarms and topologies and can send the alarm information and running status of IoT devices to O&M personnel in real time, helping O&M personnel troubleshoot faults to ensure proper running of devices and reduce the O&M cost.
[bookmark: _EN-US_TOPIC_0087686225-chtext][bookmark: _Toc517367362]Function
The IoT Management component provides the following functions:
Device access: Connects a device to eSight through the SNMP protocol.
Topology management: Updates the device connection status and alarm status in real time in the topology, and right-clicks devices in the topology and choose related shortcut menus to browse alarms and NE details.
Alarm management: Receives and manages alarms reported by IoT devices, manually and automatically synchronizes the alarms, and clears the specified alarm. For details about the indicators, see the eSight alarm list.
Adaptation package management: Supports installation of IoT device adaptation packages.
[bookmark: _EN-US_TOPIC_0087686226-chtext][bookmark: _Toc517367363]Principle
The IoT Management component provides IoT device monitoring capabilities. Figure 3-215 shows the implementation principle.
[bookmark: _en-us_topic_0086848283_fig1658817566576]Implementation principle of IoT management


The administrator connects devices to eSight. Connected devices are displayed in the topology.
Device adaptation packages are installed so that devices automatically report generated alarms to eSight.
[bookmark: _EN-US_TOPIC_0087686227-chtext][bookmark: _Toc517367364]Key Parameters
None
0. [bookmark: _Toc517367365][bookmark: _EN-US_TOPIC_0088448573-chtext]Application Management
[bookmark: _Toc517367366]Definition
The Application Management can uniformly monitor and configure application resources in the service system, implementing visualized management of the service system.
eSight can manage the following application resources:
	Application Type
	Application Software

	Operating system
	Windows

	
	Linux

	
	Solaris

	
	FreeBSD

	
	OpenBSD

	
	IBM AIX

	
	AS400 Server

	
	SCO Unixware

	
	SCO OpenServer

	
	HP-Unix

	Database
	DB2

	
	Informix

	
	MySQL

	
	Oracle

	
	SQLServer

	
	Sybase

	
	Dameng database

	Middleware
	IBM MQ

	
	MS MQ

	
	MicroSoft SharePoint

	Application server
	GlassFish

	
	Jboss

	
	Tomcat

	
	MicroSoft .Net

	
	Resin

	
	Weblogic

	
	Weblogic Integration

	
	WebSphere

	Web service
	Apache HTTP Server

	
	Microsoft IIS

	
	Web page

	
	Web URL sequence recording monitoring

	
	Nginx server

	Email service
	Microsoft Exchange

	
	Mail server

	System service
	Active directory

	
	LDAP

	
	DNS

	
	FTP

	
	Network service

	Others
	Third-party application

	
	Script monitor



[bookmark: _EN-US_TOPIC_0088448574][bookmark: _EN-US_TOPIC_0088448574-chtext][bookmark: _Toc517367367]Benefits
O&M personnel can use the Application Management feature to monitor service systems in real time to detect faults promptly, which improves the O&M efficiency.
O&M personnel can monitor all service resources on a unified GUI, implementing fast troubleshooting.
The Application Management feature can monitor the basic software and hardware architectures of the service system to generate fault alarms precisely and promptly, implementing timely troubleshooting.
O&M personnel can use the active alarm function to quickly locate the fault cause, shorten the troubleshooting time, and reduce the impact on services.
The Application Management feature can merge, suppress, and filter alarms based on various conditions so that only one alarm is reported for repeated events in a time period, which reduces junk alarms and facilitates timely troubleshooting.
The Application Management feature provides statistics and analysis reports based on the performance, alarm, trend, analysis, and system resource aspects, avoiding manual statistics and analysis and helping O&M personnel understand the service system running status from multiple aspects.
[bookmark: _EN-US_TOPIC_0088448595][bookmark: _EN-US_TOPIC_0088448596][bookmark: _EN-US_TOPIC_0088448596-chtext][bookmark: _Toc517367368]Function
The Application Management feature provides the application monitoring, service view, threshold alarm, and application report functions.
Resource Management
The application resource overview is provided for displaying the health information and KPIs of various application resources. The period for automatically updating the monitoring information can be set.
The category-based application resource aggregation view is provided for displaying the quantity of various types of application resources. After a resource type is clicked, a list of this type of resources is displayed.
The application resource details view is provided for aggregating and displaying details and various monitoring data of application resources.

Log Management
The function of centrally monitoring and analyzing application logs is provided. This function can monitor various types of application system logs in real time, including server logs (Syslog), Microsoft event logs (Windows EventLog), and AIX error logs (Aix Errpt).
Service View
Service views are provided for application resources. Application resources can be managed from the service perspective. Association relationships between application resources (for example, servers, middleware, and databases) can be viewed in the service topology, implementing fast and precise fault locating.
The service view can visually reflect the mapping between resources and services, display the alarm status of application resources, and provide common maintenance operations, for example, opening the application query page.
The service view displays the SLA reports of application resources in the view, including the total suspension duration, availability, MTTR, and MTBF. This enables O&M personnel to easily understand the overall running status of the service system.

Alarm Management
An alarm is triggered when a KPI of the application resource reaches the specified threshold. For the same KPI, the system can generate alarms of different severities based on the KPI value.
eSight provides 10 alarm threshold solutions based on different service information of application resources. O&M personnel can modify these solutions or create an alarm threshold solution.
Report Management
During running, the application management system collects and saves a large amount of data in the database. In addition, the system classifies, analyzes, and computes these structured data to generate various intuitive and easy-to-understand graphical reports, helping IT O&M team analyze the IT environment and provide optimization and capacity expansion proofs.
There are seven types of reports.
	Type
	Description

	Performance statistics report
	Classifies data by server, database, application server, web server, mail server, and alarm based on the device and application type, and analyzes the data by day, week, and month to generate daily/weekly/monthly performance statistics reports.

	Performance comparison report
	Provides two comparison modes. One mode is to compare the same resources in multiple time segments. In this mode, O&M personnel can select a server or database and select different time segments to compare KPIs of the server or database in the selected time segments. The other mode is to compare multiple resources in the same time segment. In this mode, O&M personnel can select multiple servers or databases and select a time segment to compare KPIs of these resources in the time segment.

	Trend report
	Provides the historical data trends of IT resource KPIs, which intuitively display boring data through charts. O&M personnel can customize concerned managed resources, classify the managed resources by category and physical location, and organize historical resource statistics in a navigation tree.

	Customized report
	Allows O&M personnel to create various report templates based on requirements. Customized reports are the most flexible reports. To view a customized report, O&M personnel can click the report generation button in the report template. The system automatically generates the report, which is flexible.
Customized reports allow O&M personnel to customize the report title, statistics time segment, data source (monitored resources such as the network device, server, and database), and statistics items. (It is recommended that most common and concerned statistics items be selected.)

	Top N report
	Provides various top N reports, including the server CPU usage, server memory usage, server disk usage, Linux system load, maximum database size increase, maximum SQLSEVER log size increase, minimum database cache hit ratio, maximum tablespace data increase, and tablespace usage reports. In addition, O&M personnel can customize top N reports to specify data sources, data amounts, and time segments of the reports.

	Availability report
	Collects statistics on the availability of all or specified monitored resources in a time period, including the consecutive running time, suspension time, number of suspension times, normally running percentage, average recovery time, and average fault interval. The administrator can also sort each item in the availability report and find out the managed resource with the lowest availability.

	Resource statistics report
	Displays monitored objects such as devices, servers, databases, and middle wares added to the system in column charts by monitored resource type. The administrator can intuitively understand the number of managed resources.



[bookmark: _EN-US_TOPIC_0088448597][bookmark: _EN-US_TOPIC_0088448597-chtext][bookmark: _Toc517367369]Principle
The Application Management feature can obtain the alarm information and performance data of application resources, and display application information to O&M personnel through the application topology, home portal, and application report.
Figure 3-216 shows the principle of the Application Management feature.
[bookmark: _d0e601]Principle of the Application Management feature


The Application Management feature can obtain application resource KPIs such as the CPU usage and memory usage in real time, helping O&M personnel locate problems promptly and better make planning.
The administrator sets the resource access parameters and access application resources through the SNMP and HTTP protocols. In addition, the administrator can set the alarm monitoring parameters as required.
Application resources report alarm information and performance data to Application Management for display on the application topology, home portal, and alarm management page.
The administrator analyzes the monitoring data to detect potential risks, troubleshoot faults, guarantee O&M, and make decisions in time.
[bookmark: _EN-US_TOPIC_0088448600][bookmark: _EN-US_TOPIC_0088448600-chtext][bookmark: _Toc517367370]Key Parameters
A maximum of 1500 applications can be managed.
The total number of application types Windows, MSMQ, SharePoint, dotNet, IIS, Exchange, and Active Directory supporting the WMI protocol cannot exceed 300.
0. [bookmark: _Toc517367371][bookmark: _EN-US_TOPIC_0084152836-chtext][bookmark: _Toc517365769]Business Service Management
[bookmark: _Toc517367372]Definition
The service management component constructs the mapping model between services and IT infrastructure and application components, collects and processes availability and service KPIs from the service dimension, and displays the data in a dashboard, ensuring the service running quality throughout the life cycle.
[bookmark: _EN-US_TOPIC_0084152967][bookmark: _EN-US_TOPIC_0084152967-chtext][bookmark: _Toc517365770][bookmark: _Toc517367373]Benefits
The service management component monitors the overall performance and availability of IT infrastructure, quickly troubleshoots service faults, analyzes and understands the service impact scope, provides service load and increase trends, displays the overall running status of enterprise service systems, and optimizes the IT service from the service objective perspective to implement the convergence of IT infrastructure and services.
The service management component can help IT organizations:
Ensure the service running quality throughout the life cycle. Service-centered management associates service objectives with IT services, ensuring the service running quality throughout the life cycle.
Improve IT agility and reduce the MTTR effectively. Service processes are mapped to IT services and their bottom-layer applications and infrastructure components to implement effective and automatic monitoring. The service management component can detect service user experience faults in advance, helping the IT department locate E2E and cross-component fault root causes and quickly rectify faults.
Provide information about how IT services support key services. The information helps improve the IT satisfaction of related personnel and display the business value of IT services. The information can also be used to improve existing services and plan new services.
Determine the impact scope that the IT component has on services. When an infrastructure component is faulty or needs to be migrated, the IT department can use the service management component to determine the impact scope, send warning notifications to affected service users, and arrange change plans properly based on the service importance to improve the user satisfaction.
[bookmark: _EN-US_TOPIC_0084261325][bookmark: _EN-US_TOPIC_0084152682][bookmark: _EN-US_TOPIC_0084152682-chtext][bookmark: _Toc517365772][bookmark: _Toc517367374]Function
Service Modeling
The service management component supports wizard-based service system construction and monitoring configuration, implements the mapping between services and IT infrastructure and application components, builds up the logical topology view of the application system, and completes monitoring configuration. 
Completes the logical topology modeling of the application system on the graphical wizard GUI. 
Presets KPIs and thresholds for infrastructure objects, and allows users to adjust them based on the site requirements. 
Automatically collects the availability, service usage, response time, and error rate of external services of common web application systems. 
Service Monitoring
The service management component centrally displays the name, status, response time, usage, error rate, number of servers, number of storage devices, number of network devices, number of applications, KPI hit rate, and number of alarms of all application systems in a list. In addition, the component can display the application overview, application topology, application alarm, and system load of specified application systems.
Application overview: Graphically displays the following information about application systems: latest service usage, error rate, response time, KPI hit rate, and external service change trend. This helps users check the running status of services.
Application overview


Application topology: Uses a logical topology chart to display the association among IT infrastructures, including the link relationship between physical devices and the invoking relationship between application objects. The alarm status and KPIs of each resource are displayed in the topology. When a service is abnormal, users can view the service topology to quickly locate the possible resource causing the problem, determine the fault root causes, and quickly recover the service. 
Application topology


Application alarm: Automatically aggregates alarms generated by IT infrastructures of application systems, and supports centralized alarm acknowledgment, clearing, remarks, unacknowledgement, and export. This helps O&M engineers rapidly process alarms related to services. 
Application alarm


System load: Centrally displays availability and KPI information about the following infrastructure resources: web service, application service, middleware, database, operating system, FC switch, storage device, switch, and router.
System load


Service Dashboard and Large-Screen Display
The service management component can automatically collect the availability, service usage, response time, and error rate of external services of common web application systems. In addition, the component can display the collected information in dashboards and on large screens. 
Keyword service assurance: Provides the key service usage change trend and key service average response time dashboards. Users can select some concerned services and monitor them in a dashboard or on a large screen. For important services, the component provides the following dashboards for users to monitor service status: service volume change trend of the specified application system, response time change trend of the specified application system, and status overview of the specified application system. Once a fault is detected, users can rectify the fault rapidly. 
Common service coverage: Provides a scrolling dashboard to display the service status of a service in turn, ensuring that all services are covered and exceptions are detected in time.
Service dashboard and large-screen display


[bookmark: _EN-US_TOPIC_0084153048][bookmark: _EN-US_TOPIC_0084153048-chtext][bookmark: _Toc517365773][bookmark: _Toc517367375]Principle
Based on the comprehensive infrastructure management capability of eSight, the service management component can construct visual models of services and IT infrastructure and application components (including the storage device and FC switch, switch and router, web service, application service, middleware, database, and operating system). This can provide intuitive service monitoring data for the administrator.
Figure 3-222 shows the service management principle.
[bookmark: _fig6699701555]Service management principle


The administrator completes the logical topology modeling of the application system through the graphical wizard.
The service management component obtains the infrastructure and application data, and displays the data based on the logical model configured by the administrator.
The service dashboard can be displayed on a large screen through the large-screen monitoring component.
The administrator monitors services, finds potential faults in time, determines the fault root causes, and rapidly recovers services.
[bookmark: _EN-US_TOPIC_0084261326][bookmark: _EN-US_TOPIC_0084152726][bookmark: _EN-US_TOPIC_0084152726-chtext][bookmark: _Toc517365776][bookmark: _Toc517367376]KPIs
A maximum of 10 key service application systems can be configured on a dashboard.
[bookmark: _EN-US_TOPIC_0087624053][bookmark: _EN-US_TOPIC_0087624053-chtext][bookmark: _Toc517367377]Infrastructure Management
eSight Infrastructure Manager focuses on managing the infrastructure in the data center, including power supply and distribution devices, cooling devices, environment devices, and security protection devices. For details, see Table 3-18 ~Table 3-21 .
[bookmark: _te3f4aa0b147b4d6ab69177dc2fa39047]Power supply and distribution devices
	Device
	Monitored Information
	Monitoring Mode

	D.G.
	Operating status and parameters, alarms, and remote management information
Operating parameters reported by managed NEs over communications protocols
	Two network access modes are available based on the port varieties:
Modbus or Telcom devices connect to the serial port server or collector over an RS485 port and then to the eSight over an FE port.
SNMP devices connect to the eSight over an FE port.

	ATS and STS
	
	

	UPS
	
	

	Batteries and battery cabinet
	
	

	PDU
	
	

	PDB
	
	

	RPDU
	
	



Cooling devices
	Device
	Monitored    Information
	Monitoring Mode

	Chiller
	Operating status and parameters, alarms, and remote management information
Operating parameters reported by managed NEs over communications protocols
	Two network access modes are available based on the port varieties:
Modbus or Telcom devices connect to the serial port server or collector over an RS485 port and then to the eSight over an FE port.
SNMP devices connect to the eSight over an FE port.

	Precision air conditioner
	
	

	Cooling capacity meter
	
	

	In row air conditioner
	
	

	Humidifier
	
	



Environment devices
	Device
	Monitored    Information
	Monitoring Mode

	Smoke sensor
	Smoke density inside the data center or modules
	The smoke sensor connects to the collector over a DI port.
	The collector connects to the eSight, which displays alarms and faults in real time.

	Ambient temperature and humidity sensor
	Temperatures and humidity inside the data center or modules
	The ambient temperature and humidity sensor connects to the collector over an RS485 port.
	

	Water sensor
	Water condition inside the data center or modules
	The water sensor connects to the collector over a DI port.
	

	Audible and visual alarm reporter
	Generates shrill sounds or flashes to prompt users to clear an alarm when the alarm is generated inside the data center or module.
	The audible and visual alarm reporter connects to the collector over a skylight ceiling controller.
	

	Skylight ceiling controller
	Opens or closes skylight ceilings inside the data center or module.
	The skylight ceiling controller connects to the collector over dry contacts.
	

	Hydrogen detection system
	Detects hydrogen density inside the data center or module to prevent fire accidents.
	The hydrogen detection system connects to the collector over dry contacts.
	

	Fire extinguishing system
	Enables fire extinguishing devices in an equipment room to extinguish fire.
	The fire extinguishing system connects to the collector over dry contacts.
	



[bookmark: _t768e08712afc45e79cc66f343a60c97a]Security devices
	Device
	Monitored    Information
	Monitoring Mode

	Camera
	Real-time status inside the data center or modules
	A camera connects to the switch over an FE port and is powered over the power over Ethernet (PoE) port to transmit real-time video information to the eSight.

	IVS (Optional)
	Configures and manages the video cameras.
	Provides large storage space for storing high definition pictures and videos. Videos are stored in different files according to the recording time.

	Access controller of the equipment room
	Controls and manages the access cards.
	Connects to the eSight over an FE port.

	Access controller of the cabinet
	Controls and manages the access cards.
	Connects to the ECC over a serial port and accesses the eSight system through the ECC.
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[bookmark: _EN-US_TOPIC_0087624164][bookmark: _EN-US_TOPIC_0087624164-chtext][bookmark: _Toc517367378]Deployment Mode
eSight supports three deployment modes: single-server deployment, distributed deployment, and high-availability (HA) system deployment.

Unless otherwise specified, when devices connect to eSight through southbound interfaces, networking through network address translation (NAT) is not supported. For details, see the Operation Guide.
0. [bookmark: _EN-US_TOPIC_0087624232][bookmark: _EN-US_TOPIC_0087624232-chtext][bookmark: _Toc517367379]Single-Server Deployment
The eSight single-node system deployment scheme applies to small networks that do not require high reliability. You can configure to isolate or not isolate the southbound and northbound services.
In the single-node system deployment scheme, multiple web clients and one eSight server are connected through a local area network (LAN) or wide area network (WAN).

The eSight single-node system can be deployed on virtual machines, that is, FusionSphere 6.1 (XEN+KVM) and VMware ESXi 6.5. The Network Traffic Analyzer (NTA), WLAN Real-time Locating System (RTLS), Infrastructure Manager, Application Manager, and Business Service Manager are not supported. Additionally, distributed and HA deployment schemes are not applicable to virtual machines.
If the Oracle database is used, the database and eSight can be deployed on the same server or different servers (If on different servers, customers need to prepare the server to install the database).
In a single-node system, the NTA can manage a maximum of 10 nodes at 2000 flows/s.
Figure 4-1 shows the networking structure when the southbound and northbound services are not isolated.
[bookmark: _fig9649616114648]Single-node mode (The southbound and northbound services are not isolated)


If the southbound and northbound services are isolated, the network will be divided into two networks: southbound network (where devices reside) and northbound network (where the upper-layer NMS, third-party system, and client reside). The northbound network cannot directly access devices on the southbound network. Therefore, devices and other network facilities are isolated, enhancing device security and reducing attack risks.
Figure 4-2 shows the networking structure.
[bookmark: _fig36267419115223]Single-node mode (The southbound and northbound services are isolated)



The multi-subnet management function of eSight conflicts with the southbound and northbound service isolation function. If the southbound and northbound service isolation function is enabled, the multi-subnet management function cannot be enabled.
In the southbound and northbound isolation scenario, the web NMS function of eSight cannot be used.
In the single-node system deployment scheme, southbound and northbound service isolation is supported only for the centralized deployment and distributed deployment (NTC and WLAN RTLS).
When the NTC and WLAN RTLS are deployed in distributed mode, the southbound IP address needs to be used for installation and connection and the distributed server cannot be managed by the maintenance tool.
Currently, the Infrastructure Manager, Application Manager, and Business Service Manager do not support southbound and northbound service isolation. If these components are installed, the southbound and northbound IP addresses cannot be configured.
[bookmark: _EN-US_TOPIC_0087624256][bookmark: _EN-US_TOPIC_0087624256-chtext][bookmark: _Toc517367380]Distributed Deployment
The eSight distributed system deployment scheme applies to medium networks that require cross-regional management rather than high reliability.
To enable large-scale network management or cross-regional management, eSight can be deployed in distributed mode.

Distributed servers refer to the servers where the NTC and WLAN RTLS are deployed.
eSight supports only one NTC.
eSight supports only one WLAN RTLS.
If the Oracle database is used, the database and eSight can be deployed on the same server or different servers. (If on different servers, customers need to prepare the server to install the database).
When more than 10 devices need network traffic management, the NTC must be deployed on an independent server. In the distributed deployment scheme, the NTC can manage a maximum of 350 devices at 30,000 flows/s.
When the quantity of APs exceeds 1000, the WLAN RTLS must be deployed on an independent server. In the distributed deployment scheme, the WLAN RTLS is able to locate a maximum of 2000 APs.
Figure 4-3 shows the networking structure when the southbound and northbound services are not isolated.
[bookmark: _d0e13293]Distributed deployment mode (The southbound and northbound services are not isolated)


If the southbound and northbound services are isolated, the network will be divided into two networks: southbound network (where devices reside) and northbound network (where the upper-layer NMS, third-party system, and client reside). The northbound network cannot directly access devices on the southbound network. Therefore, devices and other network facilities are isolated, enhancing device security and reducing attack risks. Figure 4-4 shows the networking structure.
[bookmark: _fig173701231114412]Distributed deployment mode (The southbound and northbound services are isolated)



The multi-subnet management function of eSight conflicts with the southbound and northbound service isolation function. If the southbound and northbound service isolation function is enabled, the multi-subnet management function cannot be enabled.
In the southbound and northbound isolation scenario, the web NMS function of eSight cannot be used.
In the single-node system deployment scheme, southbound and northbound service isolation is supported only for the centralized deployment and distributed deployment (NTC and WLAN RTLS). In the Veritas two-node cluster scenario, southbound and northbound service isolation is not supported by the distributed deployment (NTC and WLAN RTLS).
When the NTC and WLAN RTLS are deployed in distributed mode, the southbound IP address needs to be used for installation and connection and the distributed server cannot be managed by the maintenance tool.
Currently, the Infrastructure Manager, Application Manager, and Business Service Manager do not support southbound and northbound service isolation. If these components are installed, the southbound and northbound IP addresses cannot be configured.
[bookmark: _EN-US_TOPIC_0087624237][bookmark: _EN-US_TOPIC_0087624237-chtext][bookmark: _Toc517367381]HA System Deployment
An eSight HA system can be a local two-node cluster (where two servers are deployed at the same site) or a remote two-node cluster (where two servers are deployed at two different sites). This mode applies to scenarios that require high reliability.

The eSight Infrastructure Manager cannot be deployed in two-node cluster mode.
Local HA System
In this deployment mode, the eSight software is installed on both the active and standby servers. Data between the active and standby servers is synchronized through a dedicated replication line. When the active server fails, services are automatically switched to the standby server to ensure normal running of the entire system.
You can set a floating IP address between the active and standby servers. In this case, devices do not need to reconnect to eSight after the active and standby switchover.

Bond: A virtual network adapter technology. On the Linux operating system, the bond technology is used to form a virtual layer above the network adapter driver and below the data link layer. This technology binds IP addresses and MAC addresses of two server network adapters connected to switches into one IP address and one MAC address, forming a virtual network adapter.
Bond protection is not supported in the VM two-node cluster scenario.
Figure 4-5 shows the networking structure when the southbound and northbound services are not isolated.
[bookmark: _d0e13384]Local HA system mode (The southbound and northbound services are not isolated)


If the southbound and northbound services are isolated, the network will be divided into two networks: southbound network (where devices reside) and northbound network (where the upper-layer NMS, third-party system, and client reside). The northbound network cannot directly access devices on the southbound network. Therefore, devices and other network facilities are isolated, enhancing device security and reducing attack risks. Figure 4-6 shows the networking structure.
[bookmark: _fig17495191851910]Local HA system mode (The southbound and northbound services are isolated)



The multi-subnet management function of eSight conflicts with the southbound and northbound service isolation function. If the southbound and northbound service isolation function is enabled, the multi-subnet management function cannot be enabled.
In the southbound and northbound isolation scenario, the web NMS function of eSight cannot be used.
In the single-node system deployment scheme, southbound and northbound service isolation is supported only for the centralized deployment and distributed deployment (NTC and WLAN RTLS).
When the NTC and WLAN RTLS are deployed in distributed mode, the southbound IP address needs to be used for installation and connection and the distributed server cannot be managed by the maintenance tool.
Currently, the Infrastructure Manager, Application Manager, and Business Service Manager do not support southbound and northbound service isolation. If these components are installed, the southbound and northbound IP addresses cannot be configured.
Remote HA System
In this deployment mode, the eSight software is installed on both the active and standby servers. The two servers can be deployed in geographically-dispersed places. In case of a fault on the active server, services are automatically switched to the standby server. Data between the active and standby servers is synchronized through a dedicated replication line, which ensures normal running of the eSight system.
Because the two eSight servers use different IP addresses, you must set the IP addresses of the active and standby servers on managed devices. In this case, information, such as alarms, on the devices can be automatically sent to the standby server after the active and standby switchover, which ensures normal device monitoring and management.
The following figure shows the networking structure when the southbound and northbound services are not isolated.
Remote HA system networking (The southbound and northbound services are not isolated)


If the southbound and northbound services are isolated, the network will be divided into two networks: southbound network (where devices reside) and northbound network (where the upper-layer NMS, third-party system, and client reside). The northbound network cannot directly access devices on the southbound network. Therefore, devices and other network facilities are isolated, enhancing device security and reducing attack risks.
Remote HA system networking (The southbound and northbound services are isolated)



The multi-subnet management function of eSight conflicts with the southbound and northbound service isolation function. If the southbound and northbound service isolation function is enabled, the multi-subnet management function cannot be enabled.
In the southbound and northbound isolation scenario, the web NMS function of eSight cannot be used.
In the single-node system deployment scheme, southbound and northbound service isolation is supported only for the centralized deployment and distributed deployment (NTC and WLAN RTLS).
When the NTC and WLAN RTLS are deployed in distributed mode, the southbound IP address needs to be used for installation and connection and the distributed server cannot be managed by the maintenance tool.
Currently, the Infrastructure Manager, Application Manager, and Business Service Manager do not support southbound and northbound service isolation. If these components are installed, the southbound and northbound IP addresses cannot be configured.
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[bookmark: _EN-US_TOPIC_0102397471][bookmark: _EN-US_TOPIC_0102397471-chtext][bookmark: _Toc517367382]Security
0. [bookmark: _EN-US_TOPIC_0102397472][bookmark: _EN-US_TOPIC_0102397472-chtext][bookmark: _Toc517367383]Security Architecture
6. [bookmark: _EN-US_TOPIC_0102397415-chtext][bookmark: _Toc517367384]eSight Security Model
The eSight security architecture model, which complies with the communication system security model (ITU-T X.805) and mobile communications system security structure (3GPP 32.37X), consists of three planes, with each plane comprising three layers and ten dimensions. For details, in Figure 5-1.
[bookmark: _en-us_topic_0097609703_Ref414277128]eSight security architecture model


Three planes
The three planes are the end-user plane, control plane, and OM plane. This document describes security features specific only to the OM plane.
Three layers of each plane
Each security plane consists of the application security layer, platform security layer, and network security layer.
Ten dimensions
Security requirements and security mechanisms are considered in the following 10 dimensions:
Authentication: uses a security mechanism, for example, verifying login accounts, to ensure that only authenticated users access the network or system.
Authorization: authorizes authenticated users for them to access network or system resources.
Access Control: prevents unauthorized access to or calling of network resources. For example, the target system is protected against ill-intended behavior during untrust-trust network access.
Availability: indicates that the system or network is ready for executing tasks at any time. Redundancy and backup policies are important security measures.
Audit: records user behavior in logs and audits user behavior using audit policies.
Communication Security: secures data flows against malicious actions including tampering with and forging during transmission, ensuring security access between systems and networks.
Confidentiality: prevents information and data leakage. Encryption and decryption are used for data confidentiality.
Integrality: identifies the integrity and accuracy of data and files, preventing malicious tempering and replacement.
Non-Repudiation: repudiates an individual or entity's denial of a specific operation with proofs. The proof includes the data source, proprietary, and source application. These proofs can be presented to a third party to prove that some events occurred or operations were implemented. Non-repudiation is associated with security events including login, authentication, authorization, and access.
Privacy: protects information about network operation observation. For example, when a user access a website, the geographical location, IP address, and DNS name of the user must be protected. For example, the uCert system stores encrypted user numbers.
According to ITU-T X.805, the security risks and attacks of the telecommunication system are as follows:
Destruction
Corruption
Removal
Disclosure
Interruption
Fraud
[bookmark: _EN-US_TOPIC_0102397416-chtext][bookmark: _Toc517367385]eSight Security Solution
According to the security model, the eSight platform security solution is specific for the OM plane from the security features so the solution is designed in three layers: network security, and platform security, and application security.
Network security: includes security domain division, firewall isolation, and intrusion prevention, protecting eSight platform networks through networking security deployment.
Platform security: includes system hardening, security patches, and antivirus, improving operating system security to provide a secure and reliable platform for eSight service applications.
Application security: includes transmission security, user management, session management, and log management. The security policies apply to specific services.
Figure 5-2 shows the layers and feature distribution of the eSight security solution.
[bookmark: _en-us_topic_0097609675_Ref414277110]Layers and feature distribution of the eSight security solution


[bookmark: _EN-US_TOPIC_0102397473][bookmark: _EN-US_TOPIC_0102397473-chtext][bookmark: _Toc517367386]Network Security
6. [bookmark: _EN-US_TOPIC_0102397474-chtext][bookmark: _Toc517367387]Overview
Security networking involves security technologies and policies required for eSight network construction. This section describes security networking policies such as firewall deployment and intrusion detection policies provided to protect eSight against risks.
The networking security networking in this section is an example involving only eSight, which cannot be used as a final security networking solution.
Figure 5-3 shows eSight security networking.
[bookmark: _en-us_topic_0097609742_fig1094725012057]eSight security networking


The eSight security networking is divided into zones including eSight server, eSight web client, device, and upper-layer NMS server.
eSight server zone
The eSight server is a key component on the network and therefore its security has the highest priority. Any access from risky zones is strictly controlled, and protection policies are required to isolate the eSight server zone from other zones on the network.


The device zone involves all devices manage by the eSight. These devices are at the same security risk level.
NMS server zone
The NMS server zone involves the customer's NMS on the entire network. These NMSs may be interconnected with third-party NMSs from multiple vendors.
[bookmark: _EN-US_TOPIC_0102397475-chtext][bookmark: _Toc517367388]Firewall Policies
Figure 5-3 shows the firewall deployment on eSight security networking. The firewalls divide security domains based on security levels, and the security domains are isolated based on security policy settings such as the access control list (ACL), packet filtering, security gateway deployment, and anti-attack policies.
Theoretically, all zones are isolated from each other using firewalls. In actual networking, firewalls are deployed based on site requirements considering the network environments, risks, and investment. In Figure 5-3, firewalls need to be deployed between the following zones:
Between the eSight server domain and eSight client access domain
Between eSight third-party server domain and device domain
1. [bookmark: _EN-US_TOPIC_0102397417-chtext][bookmark: _Toc517367389]Firewall Deployment and ACL Policies
On a eSight network, firewalls are deployed to prevent illegal traffic after the NE type, quantity, and traffic type are configured.
This is called traffic filtering. Traffic filtering allows network data that complies with pre-defined rules to pass through the network, which ensures eSight network security.
Legal traffic on an eSight network is as follows:
Traffic between the eSight server and NEs.
Traffic between the eSight clients and eSight server.
Traffic between the eSight server and the NMS (upper-layer).
Firewalls can be deployed either by Huawei or by carriers. When configuring firewall policies, ensure that legal traffic can traverse the firewalls. Configure ACL policies to prevent high-risk traffic.
ACL policies as a major basis for packet detection and prevention. ACL policies are classified into the following types:
Basic ACL policy
Specifies the IP addresses from which users are allowed to log in to the system.
Extended ACL policy
Specifies the source IP addresses, destination IP addresses, source ports, destination ports, and application protocols for users to log in to the system.
[bookmark: _EN-US_TOPIC_0102397476-chtext][bookmark: _Toc517367390]Anti-Attack Policies
An understanding of common network attacks and anti-attack policies helps you prevent malicious operations and reduce security risks. Common network attacks can be classified into the following types:
Deny of service (DoS) attack
A large number of unauthorized packets are sent to a target host. As a result, the host encounters network congestion or may be controlled by authorized users.
Scanning and snooping attack
Attackers steal information about port usage and network structure by scanning each IP address and port of the target system.
Malformed packet attack
A malicious system sends malformed IP packets to the target system. When processing these IP packets, the target system breaks down.
Browser exploit against SSL/TLS (BEAST) attack
By default, users can log in to eSight using TLSv1, TLSv1.1, and TLSv1.2 protocols clients. The TLSv1 protocol uses the encryption algorithm in Cipher Block Chaining (CBC) mode, vulnerable to attacks, particularly BEAST attacks. Therefore, users are recommended to disable TLSv1 and log in to eSight clients using TLSv1.1 or TLSv1.2, and configure an encryption algorithm that meets the complexity requirement.
A target system may encounter multiple attacks at a time. Firewalls can protect the target system against common attacks. Proper planning and configuration on the firewalls can prevent malicious attacks from damaging devices on the eSight network.
[bookmark: _EN-US_TOPIC_0102397477][bookmark: _EN-US_TOPIC_0102397477-chtext][bookmark: _Toc517367391]System Security
Table 5-1 describes system security functions of eSight
[bookmark: _d0e14059]System Security
	Security Function
	Description

	OS hardening
	The security hardening policies of operating systems achieve the following:
Minimization: With a customized operating system hardening policy, the enabled ports, access permission, and services of a universal operating system are all subject to certain limitations. This ensures the normal running of only the basic services of the server and improves the security capability of the operating system.
Dedication: A dedicated security hardening policy is provided for an operating system.
Serviceability: Security hardening policies are strictly tested and provided, ensuring smooth service operations.
Auditability: Customized security hardening policies support logging. When policies are changed, a user can audit the customized policies using policy logs.

	Antivirus
	Virus attacks and spread pose a great challenge on security of the network to which the eSight clients connect. Security customization and integrity protection can improve the system attack defending capabilities and effectively restrain viruses and worms. However, antivirus software controlled and managed in a centralized manner still needs to be deployed for Windows-based servers and devices, because Windows OS is vulnerable to viruses. This improves the virus processing capabilities of the devices that are connected to the eSight clients.Anti-virus policies must be customized for the eSight based on actual conditions.

	Web Container Security Hardening
	Default settings for the Web container may pose security risks. Therefore, the eSight modifies these default settings, including:
SSL channel for untrusted domains: Sensitive service data is all transmitted through SSL channels to ensure security.
SSL hardening: Insecure SSL protocols and algorithms are excluded.
HTTP request size: The eSight supports 5 MB HTTP requests, and the size limit is configurable.
Jetty directory listing: After a user enters a directory name to access a Web application of Jetty, all files in that directory will be listed if the named directory has no welcome file available. This way of sensitive information leak is forbidden.
Jetty error message: By default, Jetty shows software version information in error messages. Based on the version information, attackers can obtain current default configurations and take advantage of vulnerabilities.

	Web Application Firewall
	Web application firewalls provide common functions including protocol anomaly detection, input verification, status management and exception-based protection. Web application firewalls can be deployed between a web server and a browser to reduce the impact of abnormal external requests, injection attack, brute force attack, and other abnormal behaviors on the web, ensuring the security of web applications.



[bookmark: _EN-US_TOPIC_0102397478][bookmark: _EN-US_TOPIC_0102397478-chtext][bookmark: _Toc517367392]Application Security
Table 5-2 describes application security functions of eSight.
[bookmark: _d0e14190]Application security functions
	Security Function
	Description

	Account Management
	eSight provides an independent user management system for carrier administrators. This system supports user account management, authentication management, access control, rights allocation, and security policy management.
By default, eSight provides the following roles:
Administrators: Administrator role.
Open API user group: Open API user group has permission to invoke the Open API interfaces.
Monitor: Permission to query all features except Security Manager.
Operator: Permission to query and modify all features except Security Manager.
Security: Permission User/Role Manager, Log Manager, etc.

	Log management
	Log management supports management of security logs, system logs, and operation logs. Carrier administrators can query or collect statistics on logs to track system running and operations performed by each role in the system.

	Encrypted transmission
	eSight implements end-to-end transmission encryption on various APIs. It uses HTTPS, SSH/SFTP, and SNMPv3 security communication protocols.

	Sensitive data processing
	Sensitive data of eSight includes mobile numbers, email addresses, passwords, certificates, private keys, and SNMP passwords and community names. eSight encrypts the sensitive data and enforces access permission control.
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[bookmark: _EN-US_TOPIC_0102397479][bookmark: _EN-US_TOPIC_0102397479-chtext][bookmark: _Toc517367393]Reliability
0. [bookmark: _EN-US_TOPIC_0102397480][bookmark: _EN-US_TOPIC_0102397480-chtext][bookmark: _Toc517367394]Overview
Availability refers to the capability of providing services at any time. It is a common indicator used to measure the reliability and usability of telecom products.
Availability is determined by the reliability and maintainability of the equipment and it is represented by A = MTBF/(MTBF + MTTR), in which:
MTBF: mean time between failures, a measure of equipment reliability
MTTR: mean time to repair, a measure of equipment maintainability
Depending on the network position, different telecom products are designed with different availabilities, which are generally 0.999, 0.9999 or 0.99999, but can be even higher.
Availability must be at least 0.99999 for formal release of carrier-class equipment. For enterprise-level devices such as eSight, ensure that they reach 99.99% availability before they are released. Otherwise, the equipment may fail to operate properly or stably. Table 6-1 describes the availability requirements for carrier-class equipment.
[bookmark: _d0e14367]Availability requirements for carrier-class equipment
	Availability
	Maximum Downtime in a Year (Minutes)
	Applicable Products

	0.999
	500
	PC or server

	0.9999
	50
	Enterprise-class equipment

	0.99999
	5
	Common carrier-class equipment

	0.999999
	0.5
	Carrier-class equipment requiring higher availability



[bookmark: _EN-US_TOPIC_0102397481][bookmark: _EN-US_TOPIC_0102397481-chtext][bookmark: _Toc517367395]Reliability Architecture
The reliability architecture of the eSight consists of three layers: application layer, data layer, and collection layer.
Overall software architecture


The reliability measures taken for the three layers of the eSight are described as follows:
Application layer
Services can be upgraded by process. The upgrade of part of the services will not interrupt services on the whole.
The maintenance tool automatically restarts a process when it detects that the process is abnormal.
When a service module detects that core threads and process resources are abnormal, it automatically stops the process. The maintenance tool then starts the process.
Core services (security, log, license, and alarm) remain available when the database is faulty. Data inconsistency is allowed when the database is faulty. After the database is restored, data is synchronized to the database.
Backup and key configurations check are automatically performed. When invalid configurations or loss of configurations is found, an alarm is reported and the configurations are automatically restored.
The maintenance tool detects key resource usage (CPU usage, memory usage, disk usage, database tablespace usage, and certificate validity period) and reports an alarm when a threshold is crossed.
Data layer
The maintenance tool automatically restarts the database when it detects that the database is abnormal.
The maintenance tool detects database resource usage, including the number of database connections, tablespace size, space for archiving logs, and rollback logs, and reports an alarm when a threshold is crossed.
The maintenance tool provides manual and automatic backup of NMS data (configuration files and data in the database) for system restoration.
An alarm is reported when database data fails to be dumped.
Data is not damaged and services are quickly restored when an abnormal logout or power outage occurs.
Collection layer
Region-based clusters are supported. Requests are handled by corresponding instances based on the routing information. These clusters are deployed in N+1 mode.
The connection status between the active and the standby node is checked using the heartbeat detection. If a disconnection is detected, a reconnection is triggered.
In occasions where NMSs are restarted or devices are disconnected from the NMSs, device data is recollected and synchronized to ensure data integrity.
Traffic control is adopted when large-scale faults cause an alarm storm.
[bookmark: _EN-US_TOPIC_0087624068][bookmark: _EN-US_TOPIC_0087624068-chtext][bookmark: _Toc517367396]HA System
Deploying an HA system can improve eSight server reliability.
eSight supports the following HA systems:
SUSE Linux + Oracle + Veritas HA system on physical servers
SUSE Linux + MySQL + OMMHA HA system on VMs
The protection mechanism of an HA system has two features:
Database synchronization and backup between the active and standby servers
Automatic application switchover between the active and standby servers
Switchover between the active and standby servers in an HA system


[bookmark: _EN-US_TOPIC_0102397482][bookmark: _EN-US_TOPIC_0102397482-chtext][bookmark: _Toc517367397]Database Reliability
This section describes database reliability, including backup and restoration and the overflow dump mechanism.
Backup and Restoration
The Backup and Restoration function enables fast restoration following system errors.
The eSight enables users to customize backup policies and manually backup and restore data. Data that can be backed up includes configuration files and database data. Full system backup is supported during upgrades and the backups include system running directories and database data. You can set the period and storage path for periodic backup. The database can be backed up to a local or remote server.
Database Overflow Dump
To avoid insufficient security management tablespace of the database, the eSight provides the log overflow dump function. Database Overflow Dump include log overflow dump rule and alarm overflow dump rule.
If the usage exceeds the threshold, eSight dumps early audit logs or alarms to a preset path by logging month or alarm reporting month, and deletes the data from the database until the usage is below the threshold. The audit logs include security logs, system logs, and operation logs. The alarms include historical alarms, masked alarms, masked events, and event list data.
The eSight periodically dumps data that is stored for longer than the maximum storage duration (the duration is configurable) to a file in the preset directory and deletes data from the database.
If the total size of dump files or the retention period exceeds the preset threshold, the eSight deletes the earliest dump files until the total size is below the threshold.
[bookmark: _EN-US_TOPIC_0102397483][bookmark: _EN-US_TOPIC_0102397483-chtext][bookmark: _Toc517367398]Traffic Control and Error Tolerance
Traffic Control
When the service traffic exceeds the system capacity, the eSight adopts the traffic control mechanism to ensure proper service running.
Static traffic control: The number of accessed users and resources is controlled by the license and restriction on the number concurrent interface requests and interface rate.
Dynamic traffic control: Traffic is also controlled based on message delay, CPU usage, and memory usage.
Network-level flow control: When the database performance deteriorates, the eSight decreases database requests.
Traffic control by priority: When service traffic increases, the eSight handles high-priority service requests (for example, alarm reporting) first.
Error Tolerance
When the eSight receives incorrect messages (duplication or out-of-order) from external systems, it can tolerate errors, ensuring proper processing of subsequent messages.
Error tolerance is supported for repeated process breakdown due to automatic retransmission of error messages.
Timeout control is implemented when the database is faulty or when system response is slow, ensuring that service threads are not suspended.
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[bookmark: _EN-US_TOPIC_0087624067][bookmark: _EN-US_TOPIC_0087624067-chtext][bookmark: _Toc517367399]Configuration
0. [bookmark: _EN-US_TOPIC_0087624028][bookmark: _EN-US_TOPIC_0087624028-chtext][bookmark: _Toc517367400]Hardware and Software Requirements
Different combinations of the eSight platform and components have different hardware and software requirements.

Management scale (Number of equivalent NEs) = Number of eSight network management licenses (devices) x 1 + Number of eSight WLAN management licenses (APs) x 1 + Number of eSight PON management licenses (ONUs) x 1 + Number of eSight UC/IPT/CC/ICP management licenses (IP phones)/20 + Number of eSight VC/TP management licenses (terminals)/20 + Number of eSight video surveillance management licenses (cameras)/25 + Number of eSight eLTE management licenses (devices)/3 + Number of eSight eLTE management licenses (modules)/10 + Number of eSight storage management licenses (devices) x 10 + Number of eSight server management licenses (devices) x 2 + Number of eSight equipment room facility management licenses (devices) x 1 + Number of eSight transport management licenses (devices)/2 + Number of eSight virtualization management licenses (CPUs) x 1
The equivalent NE conversion formulas for related devices are as follows:
Number of eSight network management licenses (devices) = Number of switches + Number of routers + Number of AC devices + Number of fat APs + Number of firewall devices + Number of VSs on data center switches
Number of eSight WLAN management licenses (APs) = Number of fat APs + Number of fit APs + Number of central APs + Number of remote access units (RUs)
Number of eSight PON management licenses (ONUs) = Number of ONUs (ONTs or MxUs)
Number of eSight UC/IPT/CC/ICP management licenses (IP phones) = Number of IP phones + Number of SoftConsole clients
Number of eSight VC/TP management licenses (endpoints) = Number of TE10 devices + Number of TE20 devices + Number of TEX0 devices + Number of DP300 devices + Number of TE Desktop devices + Number of CloudLink software clients
Number of eSight video surveillance management licenses (cameras) = Number of cameras
Number of eSight eLTE management licenses (devices) = Number of eLTE service engines x 100 + Number of eLTE eNodeBs x 10 + Number of wireless CPE devices x 1
Number of eSight eLTE management licenses (modules) = Number of eLTE-IoT modules
Number of eSight server management licenses (devices) = Number of blade server subracks x 10 + Number of rack servers + Number of high-density server nodes + Number of FusionCube servers + Number of Kunlun servers + Number of third-party servers
Number of eSight storage management licenses (devices) = Number of Huawei low-end enterprise storage devices + Huawei mid-range enterprise storage devices + Huawei high-end enterprise storage devices + Number of third-party storage devices + Number of Huawei cloud storage devices
Number of eSight virtualization management licenses (CPUs) = Number of physical CPUs
Physical Server Requirements
	Server Name
	Management Scale
	Recommended Configuration
	Remarks
	Optional OS and DB

	Primary eSight server
	0-5000
	CPU: 12-core, 2 GHz
Memory: 32 GB
Hard disk: 500 GB. The disk I/O speed must be greater than or equal to 100 Mbit/s. It is recommended that the disk I/O speed be greater than 180 Mbit/s.
	0. The server supports the co-deployment of the NTC (up to 10 nodes, 2000 flows/s, 100 APs + monitored interfaces).
0. The server supports the co-deployment of the WLAN RTLS (up to 50 APs and 500 clients).
0. The server supports the deployment of the Application Manager.
	Windows Server 2008 R2 (64-Bit)-Standard + Microsoft SQL Server 2008-Standard
	Only upgrade scenarios are supported. Preinstallation delivery is not supported.

	
	
	
	
	Windows Server 2012 R2 (64-Bit)-Standard + Microsoft SQL Server 2012-Standard
	Preinstallation delivery is supported, but two-node cluster deployment is not supported.

	
	
	
	
	Windows Server 2016 (64-Bit)-Standard + Microsoft SQL Server 2016-Standard
	The OS and DB must be prepared by the customer. Preinstallation delivery and two-node cluster deployment are not supported.

	
	
	
	
	Windows Server 2012 R2 (64-Bit)-Standard + MySQL 5.6 Standard
	Only upgrade scenarios are supported. Preinstallation delivery is not supported.

	
	
	
	
	Novell SUSE Linux Enterprise Server 11.0 SP3 + Oracle Database Standard Edition 11g R2
	Only upgrade scenarios are supported. Preinstallation delivery is not supported.

	
	
	
	
	Novell SUSE Linux Enterprise Server 12.0 SP2 + Oracle Database Standard Edition 11g R2
	0. Preinstallation delivery and two-node cluster deployment are supported.
0. In the scenario where the customer provides the OS and DB, two-node cluster deployment is not supported. 

	
	
	
	
	Red Hat Enterprise Linux 6.6 + Oracle Database Standard Edition 11g R2
	The OS needs to be provided by the customer. Two-node cluster deployment and preinstallation delivery are not supported. 

	
	
	
	
	Red Hat Enterprise Linux 7.3 + Oracle Database Standard Edition 11g R2
	The OS needs to be provided by the customer. Two-node cluster deployment and preinstallation delivery are not supported. 

	
	
	CPU: 40-core, 2 GHz
Memory: 64 GB
Hard disk: 1 TB. The disk I/O speed must be greater than or equal to 100 Mbit/s. It is recommended that the disk I/O speed be greater than 180 Mbit/s.
	0. This configuration is used when the Infrastructure Manager is required (SUSE 11). 
0. The server supports the co-deployment of the NTC (up to 10 nodes, 2000 flows/s, 100 APs + monitored interfaces).
0. The server supports the co-deployment of the WLAN RTLS (up to 50 APs and 500 clients).
0. The server supports the deployment of the Application Manager.
	Windows Server 2012 R2 (64-Bit)-Standard + Microsoft SQL Server 2012-Standard
	0. Preinstallation delivery is supported, but two-node cluster deployment is not supported.
0. The Infrastructure Manager does not support Windows deployment and delivery.

	
	
	
	
	Windows Server 2016 (64-Bit)-Standard + Microsoft SQL Server 2016-Standard
	Preinstallation delivery and two-node cluster deployment are not supported.

	
	
	
	
	Windows Server 2012 R2 (64-Bit)-Standard + MySQL 5.6 Standard
	Only upgrade scenarios are supported. Preinstallation delivery is not supported.

	
	
	
	
	Novell SUSE Linux Enterprise Server 11.0 SP3 + Oracle Database Standard Edition 11g R2
	0. Only upgrade scenarios are supported. Preinstallation delivery is not supported.
0. In the scenario where the customer provides the OS, two-node cluster deployment and preinstallation delivery are not supported. 
0. Two-node cluster deployment is not supported when the Infrastructure Manager is selected.

	
	
	
	
	Novell SUSE Linux Enterprise Server 12.0 SP2 + Oracle Database Standard Edition 11g R2
	Preinstallation delivery and two-node cluster deployment are supported.

	
	
	
	
	Red Hat Enterprise Linux 6.6 + Oracle Database Standard Edition 11g R2
	The OS needs to be provided by the customer. Two-node cluster deployment and preinstallation delivery are not supported. 

	
	
	
	
	Red Hat Enterprise Linux 7.3 + Oracle Database Standard Edition 11g R2
	The OS needs to be provided by the customer. Two-node cluster deployment and preinstallation delivery are not supported. 

	
	5000-20,000
	CPU: 40-core, 2 GHz
Memory: 64 GB
Hard disk: 1 TB. The disk I/O speed must be greater than or equal to 100 Mbit/s. It is recommended that the disk I/O speed be greater than 180 Mbit/s.
	0. This configuration is used when the Infrastructure Manager is required (SUSE 11). 
0. The server supports the co-deployment of the NTC (up to 10 nodes, 2000 flows/s, 100 APs + monitored interfaces).
0. The server supports the co-deployment of the WLAN RTLS (up to 50 APs and 500 clients).
0. The server supports the deployment of the Application Manager.
	Novell SUSE Linux Enterprise Server 11.0 SP3 + Oracle Database Standard Edition 11g R2
	0. Only upgrade scenarios are supported. Preinstallation delivery is not supported.
0. In the scenario where the customer provides the OS, two-node cluster deployment and preinstallation delivery are not supported. 
0. Two-node cluster deployment is not supported when the Infrastructure Manager is selected.

	
	
	
	
	Novell SUSE Linux Enterprise Server 12.0 SP2 + Oracle Database Standard Edition 11g R2
	Preinstallation delivery and two-node cluster deployment are supported.

	
	
	
	
	Red Hat Enterprise Linux 6.6 + Oracle Database Standard Edition 11g R2
	The OS needs to be provided by the customer. Two-node cluster deployment and preinstallation delivery are not supported. 

	
	
	
	
	Red Hat Enterprise Linux 7.3 + Oracle Database Standard Edition 11g R2
	The OS needs to be provided by the customer. Two-node cluster deployment and preinstallation delivery are not supported. 

	Distributed NTC server
	0-350
	CPU: 12-core, 2 GHz
Memory: 32 GB
Hard disk: 500 GB. The disk I/O speed must be greater than or equal to 100 Mbit/s. It is recommended that the disk I/O speed be greater than 180 Mbit/s.
	0. Required when the number of network traffic collection nodes exceeds 10. Only one server can be deployed for the NTC to manage a maximum of 350 collection nodes at 30,000 flows/s. The number of APs and monitored interfaces that collect network traffic cannot exceed 1000.
0. The database is not required. Requirements for the OS are the same as those for the primary eSight server.
	Windows Server 2012 R2 (64-bit)-Standard
	Preinstallation delivery is supported, but two-node cluster deployment is not supported.

	
	
	
	
	Windows Server 2016 (64-bit)-Standard
	Preinstallation delivery and two-node cluster deployment are not supported.

	
	
	
	
	Novell SUSE Linux Enterprise Server 11.0 SP3
	0. Only upgrade scenarios are supported. Preinstallation delivery is not supported.
0. In the scenario where the customer provides the OS, two-node cluster deployment is not supported. 

	
	
	
	
	Novell SUSE Linux Enterprise Server 12.0 SP2
	Preinstallation delivery and two-node cluster deployment are supported.

	WLAN RTLS server
	APs: 0-2000; clients: 0-24,000
	CPU: 12-core, 2 GHz
Memory: 32 GB
Hard disk: 500 GB. The disk I/O speed must be greater than or equal to 100 Mbit/s. It is recommended that the disk I/O speed be greater than 180 Mbit/s.
	0. Required when the number of WLAN RTLS collection nodes exceeds 50 APs or 500 clients. Only one node can be deployed to manage a maximum of 5000 APs and 64,000 clients.
0. The database is not required. Requirements for the OS are the same as those for the primary eSight server.
	Windows Server 2012 R2 (64-bit)-Standard
	Preinstallation delivery is supported, but two-node cluster deployment is not supported.

	
	
	
	
	Windows Server 2016 (64-bit)-Standard
	The OS must be prepared by the customer. Preinstallation delivery and two-node cluster deployment are not supported.

	
	
	
	
	Novell SUSE Linux Enterprise Server 11.0 SP3
	0. Only upgrade scenarios are supported. Preinstallation delivery is not supported.
0. In the scenario where the customer provides the OS, two-node cluster deployment and preinstallation delivery are not supported. 

	
	
	
	
	Novell SUSE Linux Enterprise Server 12.0 SP2
	Preinstallation delivery and two-node cluster deployment are supported.

	
	APs: 2000-5000; clients: 24,000-64,000
	CPU: 40-core, 2 GHz
Memory: 64 GB
Hard disk: 1 TB. The disk I/O speed must be greater than or equal to 100 Mbit/s. It is recommended that the disk I/O speed be greater than 180 Mbit/s.
	
	Windows Server 2012 R2 (64-bit)-Standard
	Preinstallation delivery is supported, but two-node cluster deployment is not supported.

	
	
	
	
	Windows Server 2016 (64-bit)-Standard
	The OS must be prepared by the customer. Preinstallation delivery and two-node cluster deployment are not supported.

	
	
	
	
	Novell SUSE Linux Enterprise Server 11.0 SP3
	0. Only upgrade scenarios are supported. Preinstallation delivery is not supported.
0. In the scenario where the customer provides the OS, two-node cluster deployment and preinstallation delivery are not supported. 

	
	
	
	
	Novell SUSE Linux Enterprise Server 12.0 SP2
	Preinstallation delivery and two-node cluster deployment are supported.



Virtual Server Requirements
	Server Name
	Management Scale
	Recommended Configuration
	Remarks
	Optional OS and DB

	Primary eSight server
	0-5000
	CPU: 24 vCPUs, 2 GHz
Memory: 32 GB
Hard disk: 500 GB. The disk I/O speed must be greater than or equal to 100 Mbit/s. It is recommended that the disk I/O speed be greater than 180 Mbit/s.
	0. [bookmark: _GoBack]The server supports Huawei FusionSphere 6.3 (XEN+KVM), VMware ESXi 5.5/6.5, and Windows Server 2016 Hyper-V virtual platforms.
0. The network traffic management components (NTA and NTC) are not supported.
0. The WLAN RTLS is not supported.
0. The Infrastructure Manager, Application Manager, and Business Service Manager are not supported. 
0. A maximum of 5000 equivalent NEs can be managed, and the number of managed VMs cannot exceed 5000.
	Novell SUSE Linux Enterprise Server 11.0 SP3 + MySQL 5.6 Standard
	Only upgrade scenarios are supported. Preinstallation delivery is not supported.

	
	
	
	
	Novell SUSE Linux Enterprise Server 12.0 SP2 + MySQL 5.6 Standard
	The local HA system and remote HA system are supported. The single-node system is not supported.
The KVM or VMware virtual environment is supported. The two-node cluster software OMMHA is used. Preinstallation delivery is not supported. 

	
	
	
	
	Windows Server 2012 R2 (64-Bit)-Standard + Microsoft SQL Server 2012-Standard
	Preinstallation delivery and two-node cluster deployment are not supported.

	
	
	
	
	Windows Server 2016 (64-Bit)-Standard + Microsoft SQL Server 2016-Standard
	Preinstallation delivery and two-node cluster deployment are not supported.

	Primary eSight server
	0-1000
	CPU: 8 vCPUs, 2 GHz
Memory: 32 GB
Hard disk: 500 GB. The disk I/O speed must be greater than or equal to 100 Mbit/s. It is recommended that the disk I/O speed be greater than 180 Mbit/s.
	0. The server supports Huawei FusionSphere 6.3 (KVM) virtual platform.
0. A maximum of 1000 equivalent NEs can be managed, and the number of managed VMs cannot exceed 1000.
0. This configuration applies only to the NFVI network. Only the network devices, servers, and storage devices can be managed.
	Novell SUSE Linux Enterprise Server 12.0 SP2 + MySQL 5.6 Standard
	The local HA system and remote HA system are supported. The single-node system is not supported.
Only the KVM virtual environment is supported. The two-node cluster software OMMHA is used. Preinstallation delivery is not supported.



[bookmark: _EN-US_TOPIC_0087624026][bookmark: _EN-US_TOPIC_0087624026-chtext][bookmark: _Toc517367401]Client Configuration Requirements
PC requirements
	Configuration Item
	Requirement

	Hardware configuration
	CPU: 2.0 GHz or above
Memory: 2 GB or above
Available disk space: 10 GB or above

	Operating system
	Windows 7, Windows Server 2008, or Windows Server 2012
Operating system language: Chinese or English

	Network
	It is recommended that the network bandwidth between the web client and eSight server be greater than 10 Mbit/s.

	Web browser
	Internet Explorer: Internet Explorer 11 is recommended.
Firefox: Firefox 45 ESR or later is recommended.
Chrome: Chrome 52 or later is recommended.

	Resolution
	The recommended resolution width is 1280 pixels.



[bookmark: _EN-US_TOPIC_0087624022][bookmark: _EN-US_TOPIC_0087624022-chtext][bookmark: _Toc517367402]Network Bandwidth Requirements
To ensure the normal running of the eSight system, ensure that network bandwidths meet the basic network bandwidth requirements.
Network bandwidth requirements
	Item
	Bandwidth Requirements

	Bandwidth between the eSight server and devices
	Total bandwidth between eSight and devices = Device management bandwidth + Additional bandwidth for terminal upgrade + Additional bandwidth for network traffic + Additional bandwidth for deploying the operating system for servers
Device management bandwidth (X indicates the total number of devices, including terminals and other box devices):
X < 2000, required bandwidth: 2 Mbit/s
X > 2000, required bandwidth: 2 Mbit/s + (X – 2000) x 0.8 kbit/s
Additional bandwidth for terminal (IP phones and CPEs) upgrade (Y indicates the number of terminals):
(Y/10) x 256 kbit/s
NOTE
The planned bandwidth for each terminal upgrade is 256 kbit/s. In the formula, Y/10 indicates that 10% terminals are concurrently upgraded. eSight allows users to upgrade 100 terminals at the same time, requiring 25.6 Mbit/s.
Additional bandwidth for network traffic:
N x 400 bit/s
NOTE
In the formula, N indicates the number of flows and its unit is flow/s.
The bandwidth for a flow is calculated as follows: (1500/30) x 8 bit/s = 400 bit/s. Here, 1500 indicates that the average size of a NetStream packet is 1500 bytes, and 30 indicates that a NetStream packet has about 30 flows.
Reference: The number of flows varies according to the service. In a scenario where a bandwidth of 50 Gbit/s is required for monitoring, a bandwidth of 3.8 Mbit/s to 10 Mbit/s is required for 10,000 to 30,000 flows (sampling ratio: 1000:1).
Additional bandwidth for deploying the operating system for servers:
15 Mbit/s
NOTE
eSight allows users to load and deploy the operating system image through ServiceCD. Deploying the operating system for each server requires 1.5 Mbit/s. eSight allows users to deploy the operating system for a maximum of 10 servers at the same time, requiring 15 Mbit/s.

	Bandwidth between the eSight server and web clients
	Total bandwidth between the eSight server and clients = Bandwidth between the eSight server and a single eSight client x Number of eSight clients
The bandwidth between the eSight server and a single eSight client must be at least 2 Mbit/s, and 10 Mbit/s or above is recommended.
NOTE
eSight requires that the network delay is no more than 3 milliseconds and packet loss no more than 0.1% on normal networks.

	Bandwidth between the eSight server and OSS
	100 Mbit/s or above

	Bandwidth between the eSight upper-layer server and lower-layer server
	10 Mbit/s or above

	Bandwidth between active and standby servers in the HA system
	50 Mbit/s or above
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[bookmark: _EN-US_TOPIC_0087624252][bookmark: _EN-US_TOPIC_0087624252-chtext][bookmark: _Toc517367403]Technical Specifications
0. [bookmark: _EN-US_TOPIC_0087624245][bookmark: _EN-US_TOPIC_0087624245-chtext][bookmark: _Toc517367404]Technical Counters for Basic Management
Technical specifications
	Counter
	Value

	Maximum number of current alarms
	20,000

	Maximum number of historical alarms
	15 million

	Maximum number of event alarms
	2 million

	Maximum number of audit logs
	1 million

	Number of alarms processed per second
	100

	Maximum number of topology objects supported by a subnet
	500

	Maximum number of topology object layers supported by topology management
	11



[bookmark: _EN-US_TOPIC_0087624044][bookmark: _EN-US_TOPIC_0087624044-chtext][bookmark: _Toc517367405]Technical Counters for Management Capacity
eSight can manage a maximum of 20,000 equivalent NEs and allows a maximum of 100 online clients concurrently. The technical counters for eSight are as follows:

For details about how to calculate the number of equivalent NEs, see 7.1 Hardware and Software Requirements.
Technical counters for management capacity
	Counter
	Standard-Configuration Management Specifications
	High-Configuration Management Specifications

	eSight Network Management License (Device)
	0 to 5000
	0 to 20,000

	eSight WLAN Management License (AP)
	0 to 5000
	0 to 10,000

	eSight NTA Management License (Device)
	0 to 150
	0 to 350

	eSight Security Policy Management License (Device)
	0 to 2000
	0 to 5000

	eSight PON Management License (ONU)
	0 to 5000
	0 to 20,000

	eSight UC/IPT/CC/ICP Management License (IP Phone)
	0 to 80,000
	0 to 400,000

	eSight VC/TP Management License (Endpoint)
	0 to 80,000
	0 to 400,000

	eSight Video Surveillance Management License (Camera)
	0 to 10,000
	0 to 40,000

	eSight eLTE Management License (Device)
	0 to 15,000
	0 to 60,000

	eSight Storage Management License (Device)
	0 to 500
	0 to 2000

	eSight Server Management License (Device)
	0 to 2500
	0 to 10,000

	eSight Virtualization Management License (CPU)
	0 to 5000
	0 to 20,000

	eSight Facilities Management License (Device)
	N/A
	0 to 1000

	eSight APP Management License (Instance)
	0 to 1500
	0 to 1500

	eSight WLAN Positioning License (AP)
	0 to 5000
	0 to 5000

	eSight Network SLA Management License (Device)
	0 to 5000
	0 to 5000

	eSight IPSec VPN Management License (Device)
	0 to 5000
	0 to 5000

	eSight Transmission Management License (Device)
	0 to 10,000
	0 to 40,000
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[bookmark: _EN-US_TOPIC_0087624129][bookmark: _EN-US_TOPIC_0087624129-chtext][bookmark: _Toc517367406]Standard and Protocol Compliance
eSight complies with the following standards and protocols:
SNMP and MIB-II standards for interfaces between eSight and devices
RFC1155: structure and identification of management information for TCP/IP-based Internet
RFC1157: simple network management protocol
RFC1213: version 2 of management information base (MIB-II) for network management of TCP/IP-based Internet
XML 1.0
ITU-T X.733: fault management specification
JSR-286 Portlets specifications: Java Portlet specification v2.0
HTTP/1.0|HTTP/1.1: Hypertext Transfer Protocol
HTTPS: Hypertext Transfer Protocol Secure
SIP (RFC3261)
TCP (RFC0872)
TCP/UDP (RFC1356)
SMI-S Storage Management Suggestion and Guide
Modbus
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[bookmark: _EN-US_TOPIC_0087624095][bookmark: _EN-US_TOPIC_0087624095-chtext][bookmark: _Toc517367407]Glossary
	Glossary
	Description

	A
	

	Aerial view
	A window of the eSight, which displays a thumbnail of the current topology view.

	Alarm
	A message reported when a fault is detected by a device or by the network management system during the process of polling devices. Each alarm corresponds to a recovery alarm. After a clear alarm is received, the status of the corresponding alarm changes to cleared.

	Alarm locating
	A function that helps locate the topology object generating the alarm when an alarm is selected.

	Alarm masking
	An alarm management method. Alarms that are set to be masked are not displayed on the NMS or the NMS does not monitor unimportant alarms.

	Alarm panel
	A pane that displays on the eSight client. It displays the statistics of current alarms in different colors. By watching the alarm board, you can monitor the entire network in real-time and know the severity of an alarm and its related statistics.

	
	

	C
	

	CLI
	Command Line Interface: A form of human interface to cloud storage software characterized by non-directive prompting and character string user input.

	Client
	A device that sends requests, receives responses, and obtains services from the server.

	Collection period
	An interval at which the measurement results are output. During the measurement time, the system selects the given period as granularity to perform test and output the results.

	CPU
	Central Processing Unit.

	
	

	D
	

	Data backup
	A method that is used to copy key data to the standby storage area, to prevent data loss in the case of damage or failure in the original storage area.

	Dump
	To export alarm data from the database to the customized file. Meanwhile the exported data is cleared in the database.

	
	

	E
	

	eLTE
	Enterprise Long Term Evolution

	Encryption
	A function used to transform data so as to hide its information content to prevent it's unauthorized use.

	ESN
	Equipment Serial Number.

	Event
	Anything that takes place on the managed object. For example, the managed object is added, deleted, or modified.

	eWL
	Enterprise Wireless

	
	

	F
	

	Fault
	A failure to implement the function while the specified operations are performed. A fault does not involve the failure caused by preventive maintenance, insufficiency of external resources or intentional settings.

	FTP
	File Transfer Protocol.

	
	

	I
	

	iEMP
	Intelligent Enterprise Management Platform.

	IP
	Internet Protocol.

	ITU-T
	International Telecommunication Union-Telecommunication Standardization Sector.

	
	

	M
	

	Masked alarm
	An alarm whose correlation action is set to masked in alarm correlation analysis.

	MIB
	Management Information Base: A type of database used for managing the devices in a communications network. It comprises a collection of objects in a (virtual) database used to manage entities (such as routers and switches) in a network.

	
	

	N
	

	NBI
	NorthBound Interface: An interface that connects to the upper-layer device to provision services and report alarms and performance statistics.

	NE
	An entity that contains hardware and software. A network element(NE) has at least one main control board that manages and monitors the entire network element. The NE software runs on the main control board.

	
	

	O
	

	Operation log
	A list of information about operation events.

	OSS
	Operating Support System.

	
	

	P
	

	Performance alarm
	An alarm generated when the actual result of a measurement entity equals the predefined logical expression for threshold or exceeds the predefined threshold.

	Physical view
	The default view that is used to display all devices and the topology partition (according to the area or the maintenance relationship) in the network.

	Plaintext
	In cryptography, the original readable text before it is encrypted.

	
	

	R
	

	RSA
	Revist-Shamir-Adleman Algorithm.

	
	

	S
	

	Security log
	A type of log that records the security operations on the eSight, such as logging in to the eSight, modifying the password, and logging out of the eSight.

	Session
	A logical connection between two nodes on a network for the exchange of data. It generally can apply to any link between any two data devices. A session is also used simply to describe the connection time.

	SFTP
	Secure File Transfer Protocol.

	SNMP
	Simple Network Management Protocol.

	SOAP
	Simple Object Access Protocol.

	Southbound interface
	The interface that is used to connect the lower layer NMS to the device and implement the functions of providing services and performance index data.

	STelnet
	Secure Shell Telnet.

	Subnet
	An abbreviation for subnetwork. A type of smaller networks that form a larger network according to a rule, for example, according to different districts. This facilitates the management of the large network.

	System log
	System log tracks miscellaneous system events like startup, shutdown and events like hardware and controller failures.

	
	

	T
	

	TCP
	Transmission Control Protocol.

	Topology object
	A basic element in the eSight topology view, which includes submap, node, connection, and so on.

	Topology view
	A basic component for the man-machine interface. The topology view directly displays the networking of a network as well as the alarm and communication status of each network element and subnet. The topology view reflects the basic running conditions of the network.

	
	

	U
	

	UDP
	User Datagram Protocol.

	
	

	V
	

	Virtual link
	The logical connection between topological objects in the eSight topology view.

	Virtual NE
	Virtual NEs are NEs that cannot be managed by the eSight in the entire network.An object similar to a common NE and is also displayed with an icon on a view. A virtual NE, however, is only an NE simulated according to the practical situation, which does not represent an actual NE. Therefore, the actual status of this NE cannot be queried and its alarm status cannot be displayed with colors.

	
	

	X
	

	XML
	Extensible Markup Language.
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