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1  Stack Configuration
About This Chapter
Switches can set up a stack to improve forwarding performance and reliability.
1.1  Stack Overview
This section describes the definition of a stack and purpose of setting up a stack.
1.2  Principles
This section describes concepts and mechanisms of stacking technology.
1.3  Applications
This section describes stack application scenarios.
1.1  Stack Overview
This section describes the definition of a stack and purpose of setting up a stack.
Definition
A cluster switch system (CSS) is also called a stack. (The term stack is used throughout this document.) Stacking technology combines two switches into a virtual switching device, as shown in Figure 1-1.
Figure 1-1 Schematic diagram of a stack
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Purpose
Stacking technology provides high network reliability and scalability, while simplifying network management.
· High reliability: Member switches in a stack work in redundancy mode. Inter-device Eth-Trunk links can also be set up between the member switches to implement link redundancy.
· High scalability: By combining physical switches into a stack, you can easily increase the number of ports, bandwidth, and processing capability without changing the network topology.
· Simple configuration and management: You can log in to a stack from any member switch to manage and configure all the member switches in the stack. In addition, complicated Layer 2 ring protection protocols (such as MSTP) or Layer 3 protection switching protocols (such as VRRP) are not required after switches set up a stack; therefore, the network configuration is much simpler.
1.2  Principles
This section describes concepts and mechanisms of stacking technology.
1.2.1  Concepts
Figure 1-2 shows the roles and related concepts in a stack.
Figure 1-2 Roles and concepts in a stack
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· Roles
Switches that have joined a stack are member switches. Each member switch in a stack plays one of the following roles:
· Master switch
The master switch manages the entire stack. A stack has only one master switch.
· Standby switch
The standby switch is a backup of the master switch. When the master switch fails, the standby switch takes over all services from the master switch. A stack has only one standby switch.
· Stack domain
After switches are connected using stack links and set up a stack, they form a stack domain. Multiple stacks can be deployed on a network to support various applications. These stacks are identified by their domain IDs.
· Stack member ID
Stack member IDs are used to identify and manage member switches in a stack. Each member switch in a stack has a unique member ID.
· Stack priority
The stack priority of a member switch determines the role of the member switch in role election. A larger value indicates a higher priority and higher probability that the member switch is elected as the master switch.
· Physical member port
After the mode of a physical port is set to stack, the port becomes a physical member port. Physical member ports are used to connect stack member switches.
· Stack port
A stack port is a logical port exclusively used for stacking and includes several physical stack ports. Multiple physical member ports can be added to a stack port to improve stack link bandwidth and reliability.
Each switch supports one stack port. Before the stacking function is enabled, the stack port is named Stack-Port1. After the stacking function is enabled, the stack port is named Stack-Portn/1, where n is the stack member ID of the switch.
1.2.2  Stack Connection Modes
Links in a stack fall into two types: management links and forwarding links. Management links are used to forward management packets of the stack, and forwarding links are used to forward service packets between stack member switches. Stack member switches can be connected in two modes: main processing unit (MPU) connection and line processing unit (LPU) connection, distinguished by the connections of management links. Figure 1-3 shows the two stack connection modes.
Figure 1-3 Stack connection modes
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· In MPU connection mode, management links and forwarding links are separated. Management links are connected through the system inter-connect ports (SIPs) on MPUs, and forwarding links are connected through ports on LPUs.
For details on how to connect the SIP ports and service ports, see SIP Port Connections and Service Port Connections.
· In LPU connection mode, management links and forwarding links are integrated and both connected through ports on LPUs. SIP ports on the MPUs are not connected.
Table 1-1 describes the comparisons between the two connection modes.
Table 1-1 Comparisons between the two connection modes
	Characteristics
	MPU Connection
	LPU Connection

	Relationship between management links and forwarding links
	Management links and forwarding links are separated from each other and do not affect each other.
	Management links and forwarding links are integrated and will affect each other.

	Whether management packets occupy bandwidth
	No
	Yes

	System complexity
	Low
	High

	Delay in communication between stack member switches
	Short
	Long

	Number of potential failure points on the stack management channel
	Few
	Many

	Whether additional cables need to be deployed
	Yes
	No

	Reliability
	High
	Low


You are advised to preferentially use the MPU connection mode. This mode separates management links from forwarding links, ensuring high reliability of the stack system.
SIP Port Connections
SIP ports are located on MPUs. Each MPU has two SIP ports, as shown in Figure 1-4. A SIP port is a combo port consisting of a GE electrical port and a GE optical port. It starts to work immediately after a cable is connected and does not require any configuration. By default, the working mode of a combo port depends on whether the electrical port or optical port has a cable connected first. If the electrical and optical ports are connected at the same time, the combo port works as an optical port.
[image: image5.png]



After a copper module that does not have a cable connected is installed in the optical port of a SIP port on a CE12800S MPU, the optical port becomes Down and will not change into an electrical port. You need to remove the copper module so that the electrical port can become Up. 
Figure 1-4 SIP ports on an MPU
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 Figure 1-5 shows the recommended SIP port connections when each stack member switch has two MPUs.
Figure 1-5 SIP port connections
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· Each switch must have at least one SIP port connected.
· A SIP port on one switch can only be connected to a SIP port on the other switch, and cannot be connected to other SIP ports on the same switch.
Service Port Connections
A logical stack port can contain physical member ports on the same LPU or different LPUs. A maximum of 32 physical member ports can be added to a stack port to improve stack link bandwidth and reliability. Two networking modes are available according to the distribution of member ports, as shown in Figure 1-6.
Figure 1-6 Service port connections
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· N:N networking (N≥1): Two switches use the same number of LPUs to set up a stack. Physical member ports of each switch are located on one or multiple LPUs.
N:M networking (N≥1, M≥2): Two switches use different numbers of LPUs to set up a stack. Physical member ports of each switch are located on one or multiple LPUs.
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To ensure reliability, it is recommended that each switch use at least two LPUs to set up a stack.
Physical member ports on an LPU of the local switch can be connected to multiple LPUs of the peer switch. That is, the cross connection mode is supported, as shown in Figure 1-7.
Figure 1-7 Cross connection mode
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Local physical member ports cannot connect to remote common service ports. Otherwise, traffic forwarding may fail or the device restarts unexpectedly. Ports on both ends must be configured as physical member ports or service ports simultaneously.
1.2.3  Stack Setup
After two switches are connected using stack cables and configured with required stack parameters, they can set up a stack.
Role Election
After a stack is set up, member switches exchange stack competition packets to elect a master switch. The switch that wins the competition becomes the master switch and manages the entire stack. The other switch becomes the standby switch and works as a backup of the master switch.
The two switches compare the following items in the listed order to elect the master switch (the election ends when a winning switch is found):
1. Running status: The switch that completes startup becomes the master switch.
2. Stack priority: The switch with a higher stack priority becomes the master switch.
3. Software version: The switch running a later software version becomes the master switch.
4. Number of main processing units (MPUs): The switch with two MPUs is preferred over the switch with only one MPU.
5. Bridge MAC address: The switch with the smallest bridge MAC address becomes the master switch.
If the master and standby switches have the same stack member ID, the master switch assigns a new stack member ID to the standby switch. Then the standby switch restarts and rejoins the stack.
After a stack is set up, the master MPU of the master switch works as the system master MPU to manage the entire stack. The master MPU of the standby switch works as the system standby MPU. The standby MPUs of the master and standby switches work as candidate system standby MPUs. Figure 1-8 shows the role election result after a stack is set up. In this example, SwitchA is elected as the master switch.
Figure 1-8 Role election in a stack
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Software Version Synchronization
A stack supports software version synchronization between the member switches. The member switches do not have to run the same software version, and they can set up a stack as long as their software versions are compatible with each another. If the software version running on the standby switch is different from that on the master switch, the standby switch downloads the system software from the master switch, restarts with the new system software, and rejoins the stack.
Configuration File Synchronization
A stack uses a strict configuration file synchronization mechanism to ensure that the member switches work like one device.
· When setting up a stack, member switches first start with their own configuration files. After they complete the startup process, the standby switch combines its stack configuration with the configuration file of the master switch. This configuration file is then used as the configuration file of the stack.
· When the stack is running normally, the master switch manages the entire stack, and synchronizes configurations made by users to the standby switch in real time to maintain configuration consistency between them.
Real-time configuration file synchronization ensures that both member switches in a stack maintain the same configuration. When the master switch fails, the standby switch can provide the same functions using the same configuration.
Configuration Combination and Conflict Detection
Configuration Combination
Stack configuration on a switch is saved in the configuration file. When a stack is set up, the standby switch combines its own stack configuration with that of the master switch. The configuration combination rules are as follows:
· The standby switch combines its stack configuration with that of the master switch, including the stack attribute configuration, stack port configuration, and port split configuration. If the master switch has the offline stack configuration of the standby switch, the stack configuration of the master switch takes effect.
As shown in Figure 1-9, SwitchA and SwitchB in a stack combine their port configurations. Port 10GE2/1/0/2 on SwitchA has common service configuration, which conflicts with the configuration on SwitchB. SwitchA is the master switch, so the port configuration on SwitchA takes effect.
· After a stack is set up, the standby switch synchronizes its configuration file with that of the master switch to maintain the same configuration with the master switch.
As shown in Figure 1-9, SwitchB synchronizes its configuration file with that of SwitchA after the stack is set up.
Figure 1-9 Port configuration combination
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Configuration Conflict Detection
A configuration conflict may occur if the master switch has offline configurations made for the standby switch, which may cause a stack setup failure. A configuration conflict occurs in the following situations:
· In MPU connection mode:
· All SIP ports on the standby switch are disabled using the shutdown command on the master switch.
· In line processing unit (LPU) connection mode:
· When member switches combine their physical member port configurations, the number of physical member ports in a stack port exceeds the limit.
· All physical member ports configured on the standby switch are disabled using the shutdown command on the master switch or conflict with the configuration on the master switch.
· Stack ports of the standby switch have the shutdown configuration or the configuration that conflicts with the stack on the master switch.
· A stack contains physical member ports of different types.
When any of the preceding conflicts occurs, the standby switch cannot set up a stack with the master switch. In this case, modify the configuration of the master switch or the standby switch to avoid configuration conflicts, and then restart the switch.
Configuration File Backup
When the stacking function is enabled or disabled on a switch, the switch automatically backs up its configuration file. In this way, the switch can restore the original configuration after the stacking function is disabled or enabled. The backup configuration file is saved in flash:/, and the file name contains the original configuration file name and the time when the file is saved (in the yyyymmddhhmmss format). For example, if the original configuration file is vrpcfg.cfg and you enable the stacking function at 11:17:16 on 2012-12-11, the backup configuration file is named vrpcfg20121211111716.cfg.
1.2.4  Stack Login
After a stack is set up, the member switches are virtualized into one device on the network, and all resources on the member switches are managed by the master switch. You can log in to the stack from any member switch to manage and maintain the entire stack. When you log in to a stack, you actually log in to the master switch, regardless of what login method you use and which member switch you have logged in to.
You can log in to a stack using the following methods:
· Local login: Log in through the console interface of any member switch.
· Remote login: Log in through the management interface or another Layer 3 interface of any member switch, using remote login protocols such as Telnet and STelnet.
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· After a stack is set up, the configuration file of the master switch takes effect in the stack. Therefore, you must specify the IP address of the master switch when logging in to the stack remotely.
· If multiple management interfaces are available in a stack, only one management interface takes effect.
1.2.5  Member Numbering and Interface Naming Rules
Member switches in a stack are managed on a per-chassis basis and are identified by stack member IDs. When using commands to configure and manage the member switches in a stack, you must specify their stack member IDs. For example, before the stacking function is enabled on a switch, you can run display device slot 1 to view information about the card in slot 1. After the stacking function is enabled, you need to run display device slot 2/1 to view information about this card. Here, 2 is the stack member ID of the switch.
In a stack, interface numbers contain stack member IDs. Before the stacking function is enabled, interface numbers are in the slot ID/subcard ID/port number format. After the stacking function is enabled, the format of interface numbers changes to stack member ID/slot ID/subcard ID/port number. For example, an interface on a switch is numbered 10GE1/0/1 before the stacking function is enabled. After the switch joins a stack and is assigned stack member ID 2, the interface number changes to 10GE2/1/0/1.
1.2.6  File System Access
To access the file system on a switch, you need to specify the root directory of the flash storage. The flash storage name on a standalone switch without the stacking function is different from that on a stack member switch.
· On a standalone switch without the stacking function:
· flash: indicates the root directory of the flash storage on the master MPU.
· slave#flash: indicates the root directory of the flash storage on the standby MPU.
· In a stack:
· flash: indicates the root directory of the flash storage on the system master MPU.
· Stack member ID/slot ID#flash: indicates the root directory of the flash storage on the system standby MPU or a candidate standby MPU. For example, 1/6#flash indicates the root directory of the flash storage on the MPU in slot 6 of the switch with stack member ID 1.
For more information about the file system, see section "File System Overview" in the CloudEngine 12800 Series Switches  Configuration - Basic Configuration Guide.
1.2.7  New Member Joining and Stack Merging
Joining of a Member Switch
A new member switch can join a running single-chassis stack (a standalone switch running the stacking function). As shown in Figure 1-10, SwitchA is a single-chassis stack. After SwitchB joins the stack, the two switches set up a new stack. Then SwitchA becomes the master switch, and SwitchB becomes the standby switch.
Figure 1-10 New member switch joins a single-chassis stack
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A new member switch joins a single-chassis stack in either of the following situations:
· After two switches are connected using stack cables, one switch is configured with the stacking function and restarted. This switch enters the single-chassis stack state. After the other switch is configured with the stacking function and restarted, it joins the stack as the standby switch.
· In a running two-chassis stack, one switch restarts. Then this switch rejoins the stack as the standby switch.
Stack Merging
Two stacks in the running state can merge into one stack. As shown in Figure 1-11, two single-chassis stacks merge into one and elect a master switch (following the same master election rules used in a stack). The master switch retains its original configuration, and its services are not affected. The standby switch restarts, joins the new stack as the standby switch, and synchronizes the configuration file with the master switch. Original services on this switch are interrupted.
Figure 1-11 Two stacks merge
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Stack merging occurs in either of the following situations:
· After two switches are configured with the stacking function and restarted, they run as single-chassis stacks. After they are connected using stack cables, they merge into one stack.
· A stack splits due to a failure of a stack link or member switch. When the link or switch recovers, the two single-chassis stacks merge into one.
1.2.8  Stack Split and Dual-Active Detection
Stack Split
After a stack is set up, the master and standby switches periodically send heartbeat packets to maintain the stack state. If communication between the two switches is interrupted due to failures of stack cables or MPUs or power failure or restart of a switch, the stack splits into two standalone switches, as shown in Figure 1-12.
Figure 1-12 Stack split
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After a stack splits, the two switches use the same global configuration if they are running normally. In this case, the two switches use the same IP address and MAC address to communicate with other network devices. The address conflict causes a communication failure on the entire network. Dual-active detection (DAD) can be configured to ensure that only one master switch exists after the stack splits.
Dual-Active Detection
Dual-active detection (DAD) is a protocol that can detect stack split and dual-active situations and take recovery actions to minimize impact of a stack split on services.
DAD Detection Modes
DAD can be implemented in the following modes:
· Direct mode through service ports
In this mode, DAD is performed through dedicated direct links between member switches, as shown in Figure 1-13.
Figure 1-13 DAD in direct mode through service ports
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The direct detection links can also be connected through an intermediate device, as shown in Figure 1-14. In direct mode, DAD packets are bridge protocol data units (BPDUs), so the intermediate device must be configured to transparently transmit BPDUs. For details on the configuration method, see Configuring Interface-based Layer 2 Protocol Transparent Transmission in the CloudEngine 12800 Series Switches  Configuration - Ethernet Switching Configuration Guide.
Figure 1-14 DAD through direct links to an intermediate device
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· Proxy mode through Eth-Trunk interfaces
In this mode, DAD detection is performed through an inter-device Eth-Trunk link connected to a relay agent, as shown in Figure 1-15. The DAD proxy function must be enabled on the relay agent. Compared with the direct mode, the relay mode does not require additional interfaces because the Eth-Trunk interface can perform DAD relay detection while running other services.
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To enable DAD packets to be forwarded over Eth-Trunk member links, use a switch that supports the DAD proxy function as the relay agent. All Huawei CloudEngine series switches support the DAD proxy function. Huawei S series switches support this function since V200R002C00.
Figure 1-15 DAD in reply mode through Eth-Trunk interfaces
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The relay agent can be a standalone switch or a stack. That is, two stacks can function as a proxy for each other, as shown in Figure 1-16.
Figure 1-16 Two stacks as DAD relay agents of each other
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To avoid interference to DAD in the two stacks, configure different domain IDs for the two stacks. In addition, the Eth-Trunk interface used for DAD detection must be different from the Eth-Trunk interface working as the proxy.
· DAD through management interfaces
In this mode, links established on management interfaces of the stack member switches are used as DAD links, as shown in Figure 1-17. This mode can be used when all stack member switches connect to the management network through their management interfaces. This mode does not occupy additional ports and does not require a DAD relay agent.
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To implement DAD through management interfaces, ensure that IP addresses are configured for management interfaces. After member switches set up a stack, only one management interface MEth0/0/0/0 is displayed for the stack. You only need to configure an IP address for this management interface.
Figure 1-17 DAD through management interfaces
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As shown in Figure 1-18, when no management network exists, DAD can be implemented when stack member switches directly connect to each other through management interfaces. In this situation, the management interfaces must also have IP addresses configured.
Figure 1-18 DAD through directly connected management interfaces
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· DAD through physical stack member ports
In this mode, links established between physical stack member ports of the stack member switches are used as DAD links, as shown in Figure 1-19. This mode uses stack links as DAD links and do not occupy additional ports.
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DAD through physical stack member ports can be used only when the stack is set up through MPU connection.
Figure 1-19 DAD through physical stack member ports
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Dual-Active Conflict Handling and Fault Recovery
After DAD is configured in a stack, the master switch periodically sends DAD competition packets over the detection links. After the stack splits, the switches exchange DAD competition packets and compare information in the received DAD competition packet with local information. If local information is better, the local switch remains in Active state and continues forwarding service packets. If the received information is better, the switch stack turns to the Recovery state. In this case, all the service interfaces except the excluded ones on the switch are shut down and stop forwarding service packets.
After a stack splits into two stacks, the two stacks compare the following items in the listed order to determine the Active/Recovery state (the election ends when a winning stack is found):
6. Stack priority: The stack to which the switch with the highest stack priority belongs wins.
7. MAC address of switches: The stack to which the switch with the smallest MAC address belongs wins.
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A dual-active conflict will not be detected among the switches that do not support stack setup.
After the stack links recover, the two stacks merge into one. The switches in Recovery state restart and restore the shutdown service interfaces. Then the entire stack recovers.
If the switch in Active state also fails before the faulty stack links recover, remove this switch from the network first, and then use a command to start the switches in Recovery state, enabling the switches to take over services on the original switch in Active state. After the faulty switch and stack links recover, connect the switch to the network again so that the stacks can merge.
1.2.9  Master/Standby Switchover
Many factors can cause master/standby switchovers in a stack. This section describes the master/standby switchovers triggered by MPU failures or commands.
Master/Standby Switchover Triggered by an MPU Failure
Roles in a stack may change if an MPU in the stack fails.
· The system master MPU fails.
Figure 1-20 shows the changes of roles in a stack after the system master MPU fails.
Figure 1-20 Changes of roles after a failure of the system master MPU
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· The original standby switch becomes the master switch, and the original system standby MPU becomes the system master MPU.
· The original master switch becomes the standby switch.
· The standby MPU of the original master switch becomes the system standby MPU and synchronizes data with the system master MPU.
· The system standby MPU fails.
Figure 1-21 shows the changes of roles in a stack after the system standby MPU fails.
Figure 1-21 Changes of roles after a failure of the system standby MPU
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· The master and standby switches retain their roles.
· The standby MPU of the standby switch becomes the system standby MPU and synchronizes data with the system master MPU.
· A system candidate standby MPU fails.
Failures of candidate standby MPUs do not cause any change of roles in the stack.
Master/Standby Switchover Triggered by Commands
Figure 1-22 shows the changes of roles in a stack after a master/standby switchover is triggered by a command.
Figure 1-22 Changes of roles after a command-triggered master/standby switchover
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· The original standby switch becomes the master switch, and the original system standby MPU becomes the system master MPU.
· The original system master MPU becomes a candidate system standby MPU, and the original master switch becomes the standby switch.
· The standby MPU of the original master switch becomes the system standby MPU and synchronizes data with the system master MPU.
1.2.10  Stack Upgrade
A stack can be upgraded using the traditional upgrade method (specify the next-startup files and restart the entire stack) or the fast upgrade or in-service software upgrade (ISSU) function:
· Traditional upgrade method: You need to specify next-startup files and restart the entire stack. This method causes service interruption in a long time and is therefore not applicable to scenarios requiring short service interruption time.
· Fast upgrade: This upgrade method provides a mechanism to minimize the service interruption time during software upgrade of stack member switches, reducing impact of the upgrade on services.
Figure 1-23 shows the fast stack upgrade progress:
a. Before the upgrade, downstream and upstream devices are dual-homed to the stack using Eth-Trunks. If this connection mode is not used, there will be a lengthy traffic interruption during the upgrade.
b. During the upgrade, the standby switch first restarts with the new system software. After the upgrade is complete, data traffic is forwarded by the master switch.
c. After the standby switch is upgraded, it becomes the master switch and starts to forward data traffic. Then the original master switch restarts with the new system software. After the upgrade is complete, the original master switch becomes the standby switch in the stack.
d. After the upgrade is complete, data traffic is forwarded normally.
Figure 1-23 Traffic forwarding during a fast upgrade
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During a fast upgrade, if the standby switch cannot be upgraded due to faults such as upgrade timeout, stack link fault, and board registration failure, the standby switch will roll back to the previous version. After the standby switch is upgraded successfully, the stack system cannot roll back to the previous version.
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In LPU connection mode, a device may restart multiple times during the rollback in a fast upgrade.
· ISSU upgrade: The ISSU function completes an upgrade through cardswitchovers. This upgrade method ensures higher reliability and shorter service interruption time. For more information about ISSU upgrade, see ISSU Configuration in the CloudEngine 12800 Series Switches  Configuration - Basic Configuration Guide.
1.2.11  Inter-Device Link Aggregation and Local Preferential Forwarding
Inter-Device Link Aggregation
A stack supports inter-device link aggregation (Eth-Trunk). That is, Ethernet ports on different member switches can be bound to one Eth-Trunk. The Eth-Trunk link still works when a member switch or a member link in the Eth-Trunk fails, ensuring reliable data transmission. Inter-device link aggregation prevents single-point failures in a stack and greatly improves network reliability.
As shown in Figure 1-24, traffic sent to the core device on the network is equally distributed to member links of an Eth-Trunk set up between the stack member switches. When an Eth-Trunk member link fails, traffic on this link is distributed to the other link. This link backup mechanism improves network reliability.
Figure 1-24 Link backup through inter-device link aggregation
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As shown in Figure 1-25, when a member switch in the stack fails, traffic is switched to the Eth-Trunk member link on the other member switch. This device backup mechanism improves network reliability.
Figure 1-25 Device backup through inter-device link aggregation
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Local Preferential Forwarding
When an inter-device Eth-Trunk is configured in a stack, the stack uses the hash algorithm to select outbound interfaces in the Eth-Trunk. Therefore, traffic received on a member switch may be forwarded through the other member switch. Inter-device forwarding consumes bandwidth on stack links. As bandwidth provided by a stack cable is limited, this forwarding mode increases loads on stack cables and reduces forwarding efficiency. Local preferential forwarding can solve this problem. This feature ensures that traffic reaching the local switch is preferentially forwarded through a local interface. If the local outbound interface fails, traffic is forwarded through an interface on the other member switch.
As shown in Figure 1-26, SwitchA and SwitchB set up a stack, and their uplink and downlink interfaces are bundled to Eth-Trunk interfaces. Without the local preferential forwarding feature, traffic reaching SwitchA is load balanced between the Eth-Trunk member links. Some of traffic is forwarded through the stack cables and sent out from a physical interface on SwitchB. If local preferential forwarding is enabled, traffic reaching SwitchA is forwarded through a local physical interface.
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This function is only valid for known unicast packets, and is invalid for unknown unicast packets, broadcast packets, and multicast packets.
Figure 1-26 Local preferential forwarding
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1.3  Applications
This section describes stack application scenarios.
Bandwidth Expansion and Inter-Device Link Redundancy
As shown in Figure 1-27, when the network expands and higher uplink bandwidth is required, you can connect a new switch to the original one using stack cables so that the two switches can set up a stack. Then bundle physical links of the member switches into a link aggregation group to increase the uplink bandwidth.
Downstream switches connect to the stack through inter-device Eth-Trunk links. This networking implements redundancy between devices and links, enhancing network reliability.
Figure 1-27 Bandwidth expansion and inter-device link redundancy
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Simplifying Network Topology
As shown in Figure 1-28, two switches are virtualized into a logical switch. This simplified network does not require Multiple Spanning Tree Protocol (MSTP) or Virtual Router Redundancy Protocol (VRRP), so network configuration is much simpler. Inter-device link aggregation also speeds up network convergence and improves network reliability.
Figure 1-28 Simplifying network topology
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Long-Distance Stacking
Long-distance stacking enables switches far from each other to set up a stack. As shown in Figure 1-29, core switches in two cities set up a stack over a long-distance connection and work like one core device. In this way, the network structure is simplified, and the management and maintenance costs are reduced. In addition, each city is connected to the external network through two links, which greatly improves service reliability.
Figure 1-29 Long-distance stacking
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2  SVF Configuration
About This Chapter
The super virtual fabric (SVF) function provides high-density access in data centers while simplifying configuration and management.
2.1  SVF Overview
2.2  Principles
2.3  Application
2.1  SVF Overview
In the traditional access layer networking used in data centers, servers connect to the network through a large number of fixed switches, as shown in Figure 2-1. As the network size expands, increasing network devices are deployed. Network management becomes an important issue in data center infrastructure management.
Figure 2-1 Traditional data center access layer networking
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Super virtual fabric (SVF) is a vertical virtualization technology that virtualizes access and aggregation switches into one device to simplify network configuration and management, as shown in Figure 2-2.
Figure 2-2 SVF networking at the access layer
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Compared with traditional access layer networking, SVF networking has the following advantages:
· Lower network construction costs: Low-cost switches are used as access switches, so network construction costs are reduced.
· Simpler configuration and management: SVF virtualizes multiple devices into one, reducing the number of nodes to manage. You do not need to deploy complex loop prevention protocols, simplifying network configuration and management.
· Higher scalability and more flexible deployment: When more access ports are required on the network, you only need to add low-cost fixed switches to the network. Moreover, these low-cost switches are deployed near servers, making network deployment more flexible.
Related Documents
Infographic: What Is SVF?
SVF configuration assistant: SVF Assistant
2.2  Principles
2.2.1  Concepts
Figure 2-3 SVF-related concepts
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· Parent/Leaf switch
Devices in an SVF system play either of the following roles:
· Parent switch: controls and manages the entire SVF system.
· Leaf switch: an extended device that acts as a remote device to connect to the parent switch and servers.
· Leaf ID
A leaf ID is the identifier of a leaf switch. Leaf IDs are used to identify and manage leaf switches in an SVF system. Each leaf switch has a unique leaf ID.
· Fabric port
A fabric port is a logical port that connects a parent switch and a leaf switch. One or more member ports can be added to a fabric port.
2.2.2  SVF Topology
Figure 2-4 shows the SVF topology where a leaf switch connects to the parent switch through member ports of a fabric port. One leaf switch can connect to only one parent switch.
Figure 2-4 SVF topology
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The parent switch must be a standalone switch but not a stack of two devices.
To ensure uplink traffic reliability, you can enable a server to connect to leaf switches of two SVF systems through a multichassis link aggregation group (M-LAG) and each leaf switch to connect to a different parent switch, as shown in Figure 2-5. For details about M-LAG, see M-LAG Configuration in the CloudEngine 12800 Series Switches Configuration Guide.
Figure 2-5 M-LAG application in SVF
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M-LAG ensures high reliability through link backup in addition to loading balancing server traffic. As shown in Figure 2-6, when a link or switch fails, server traffic is switched to another link.
Figure 2-6 Traffic switchover in the case of an M-LAG fault
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Figure 2-7 shows the network topologies that are not supported in SVF.
Figure 2-7 Unsupported network topologies
[image: image49.png]Ports of different leaf switches in Aleaf switch cannot be dual-

the same SVF system cannot be homed to two parent switches
‘added to the same Eth-Trunk




2.2.3  SVF Setup
Switch Working Modes
Switches that can be used as leaf switches in an SVF system support the following working modes:
· Stack mode: runs as an independent switch. A switch starting in this mode has complete system software and saves a configuration file.
· Leaf mode: runs as a leaf switch in an SVF system. A switch starting in this mode can only connect to a parent switch as an extended interface card. It has no configuration or management functions, and does not save any configuration.
· Auto-negotiation: determines whether to work in stack or leaf mode through auto-negotiation.
By default, a switch negotiates with the parent switch to determine its working mode, as shown in Figure 2-8. If a switch is powered on without any configuration (no startup configuration file), it initiates an SVF negotiation initiates an SVF negotiation by sending link probe packets and attempts to join an SVF system. If the switch has a configuration file, it starts in stack mode.
You can set the working mode of a switch. After you set the working mode of a switch to stack or leaf, the switch automatically starts in this mode and does not perform the negotiation.
Figure 2-8 Switch working mode determination
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For details about ZTP, see ZTP Configuration in the CloudEngine 8800&7800&6800&5800 Series Switches  Configuration Guide - Basic Configuration.
SVF Setup Process
After a switch starts in leaf mode, it obtains required information such as the leaf ID and software version from the parent switch. An SVF system is set up after the following steps:
8. Leaf ID allocation: After leaf switches are connected to the parent switch, they send protocol packets to the parent switch. The parent switch then allocates leaf IDs to the leaf switches.
9. Software version synchronization: The leaf switches obtain software version information from the parent switch. If the software version of a leaf switch is different from that of the parent switch, the leaf switch automatically downloads the system software from the parent switch. After the software download is complete, the leaf switch restarts with the new version and registers with the parent switch.
Leaf switches only obtain a software package from the system software of the parent switch, not the complete system software. The system software of the parent switch contains two software packages with different functions. One is used for running the parent switch itself, and the other is synchronized to the leaf switches.
10. Configuration delivery: The parent switch delivers configuration information to the leaf switches.
2.2.4  SVF Management and Maintenance
Interface Numbering Rules
In an SVF system, interfaces on a parent switch are numbered in the format 1/slot ID/subcard ID/interface number, and interfaces on a leaf switch are numbered in the format leaf ID/1/subcard ID/interface number, as shown in Table 2-1. 
Table 2-1 Interface numbering rules
	Role
	Interface Numbering Rules
	Remarks

	Parent switch
	1/slot ID/subcard ID/interface number
NOTE
1 indicates the chassis ID.
 
	After the SVF function is enabled on a parent switch, interfaces on the parent switch are numbered in the format 1/slot ID/subcard ID/interface number but not slot ID/subcard ID/interface number.

	Leaf switch
	Leaf ID/1/subcard ID/interface number
NOTE
1 indicates the slot ID.
 
	The leaf ID ranges from 101 to 254.


Logging In to an SVF System
As a virtual device, an SVF system is configured and managed through the parent switch. You can use either of the following methods to log in to an SVF system:
· Through the console interface, management interface, or a Layer 3 interface of the parent switch
· Through the console interface or management interface of any leaf switch When users connect to the management interfaces of the parent and leaf switches of an SVF system, only the user connecting to the parent switch can log in to the SVF system.
You must specify the IP address of the parent switch when logging in to the SVF system remotely.
Configuration and Management
In an SVF system, the leaf switches do not have configuration and management functions, and they are configured and managed on the parent switch. After you configure the leaf switches on the parent switch, the configuration information is saved on the parent switch. The leaf switches do not save any configuration. If a leaf switch is restarted or replaced by a new leaf switch, the parent switch delivers configuration to the leaf switch through the SVF link. Similar to interface cards of chassis switches, leaf switches are plug-and-play.
2.2.5  SVF Upgrade
During the SVF system upgrade, the system software for next startup is specified on the parent switch. After the parent switch restarts, leaf switches automatically synchronize the system software version with the software version on the parent switch. To minimize service interruption time, leaf switches download the new system software from the parent switch at the same time the parent switch specifies the system software for next startup. After the new system software is downloaded to leaf switches, the leaf switches and parent switch restart simultaneously. Table 2-2 describes the specifications for the system restart time during the SVF system upgrade. 
	Software Configuration
	System Restart Time

	A few configurations
· Software configuration: There are a few VLAN configurations, and STP is disabled.
· Hardware configuration: The parent switch has two MPUs and six 48*10GE LPUs installed and is fully configured with SFUs. Sixteen CE6810EI leaf switches exist.
Only a few VLAN configurations exist, and STP is disabled.
	1320 seconds

	Typical configuration
· Software configuration: A total of 2048 VLANs are configured; Half of ports are added to VLANs and are Up; STP is disabled.
· Hardware configuration: The parent switch has two MPUs and six 48*10GE LPUs installed and is fully configured with SFUs. Sixteen CE6810EI leaf switches exist.
	2400 seconds

	Notes
· The preceding system restart time is used only as reference and varies depending on the software and hardware configurations.


If M-LAG has been configured between two SVF systems, you can upgrade the two SVF systems one by one to ensure uninterrupted service traffic forwarding. As shown in Figure 2-9, you can upgrade SVF 1 and then upgrade SVF 2 after SVF 1 is upgraded.
Figure 2-9 SVF system upgrade when M-LAG is configured
[image: image51.png]— |
SVF1 SVF2 |
| |
Parent switch [§ Parent switch
| |
| |
| |
| |
| |
' Leaf switch Leaf switch |
| |
| |




2.3  Application
As shown in Figure 2-10, low-cost leaf switches are deployed in server racks to provide servers with network access. This deployment reduces network construction costs. The parent switches are deployed in a centralized manner, which simplifies device management and allows network cables to be routed more neatly.
Figure 2-10 SVF application at the data center access layer
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3  VS Configuration
About This Chapter
Virtual system (VS) technology can isolate services and faults, and improve device use efficiency.
3.1  VS Overview
3.2  Principles
3.3  Applications
3.1  VS Overview
Definition
Virtual system (VS) technology virtualizes a single physical system (PS) into multiple logical systems that are independent of each other. Each VS functions like an individual physical device to process services, as shown in Figure 3-1.
Figure 3-1 Virtual systems
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Purpose
As the network scale expands, more network infrastructure devices are required. However, some of the devices are not fully utilized, which causes a waste of resources.
VS technology allows a PS to function as multiple physical network nodes, which makes full use of existing resources and reduces the operating expenditure (OPEX). Different VSs have different services deployed to isolate services and faults, which improves network security and reliability.
3.2  Principles
3.2.1  Basic VS Principles
The system software copies processes of the physical system (PS) to implement virtualization in the following aspects.
· Virtualization of the control plane: Each VS runs its own control protocol processes. A process error in one VS does not affect processes in other VSs. For example, if the STP process fails in a VS, STP processes run normally in other VSs, as shown in Figure 3-2.
Figure 3-2 VS fault isolation
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· Virtualization of the management plane: Each VS maintains its own configuration files and can be managed by a different administrator.
· Virtualization of the forwarding plane: Each VS maintains its own forwarding table and protocol stacks. Traffic is processed independently on each VS. Data flows are isolated between VSs to ensure service isolation and security.
Through plane virtualization, a new VS functions as an individual physical device.
Admin-VS
Admin-VS: the administrative VS. Each PS has an Admin-VS that retains in running state. The Admin-VS cannot be created, deleted, or shut down. An administrator enters the Admin-VS after logging in to the PS. In the Admin-VS, the administrator can create, delete, or allocate resources to VSs.
Administrator
Users on a PS can be a PS administrator or a VS administrator. The two kinds of administrators are assigned different rights.
· PS administrator: the only user that can perform operations in the Admin-VS. A PS administrator has the highest privilege level and can create, delete, or allocate resources to VSs. The PS administrator can also enter a non Admin-VS.
· VS administrator: manages only a local VS. A VS administrator can configure services in the local VS but cannot perform operations related to the entire PS, such as resetting boards and backing up electrical labels.
MAC Address
Each VS including the Admin-VS is automatically assigned a MAC address. The MAC address cannot be changed.
File System
Each VS has an independent file system and manages its configuration files and log files. A VS administrator is only allowed to perform file operations on the local file system. Operations on one VS do not affect other VSs, so security is guaranteed.
Communication Between VSs
VSs can communicate with each other only through configured physical interfaces between them, and cannot communicate directly, as shown in Figure 3-3.
Figure 3-3 Communication between VSs
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3.2.2  Resources Allocation
The physical system (PS) administrator can allocate resources on the PSto VSs. Resources allocated to a VS are exclusively used by the VS. A VS administrator can check and manage only local VS resources after logging in to the VS.
Allocable resources on the PS include physical and logical resources.
Physical Resources
Only physical Ethernet interfaces on interface cards can be allocated to VSs. Physical interfaces can be allocated in two modes:
· Port mode: All interfaces on an interface card can be allocated to any VS, as shown in Figure 3-4.
Figure 3-4 Port mode
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· Group mode: All interfaces on the same group must be allocated to the same VS, as shown in Figure 3-5.
Figure 3-5 Group mode
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Interface resource allocation has the following characteristics:
· A PS can have both VS using the port mode and VSs using the group mode.
· By default, all interfaces on an interface card belong to the Admin-VS.
· The PS administrator can assign interfaces in the Admin-VS to VSs, but an interface can only be allocated to one VS.
· Interfaces on different interface cards can be allocated to the same VS.
· After an interface is allocated to a VS, original configurations on the interface are deleted.
· A VS administrator can check and configure only interfaces in the local VS.
Logical Resources
Table 3-1 lists logical resources that can be allocated to VSs. 
Table 3-1 Logical resources and specifications of VS
	Resource
	Default VS Specifications

	
	Group mode
	Port mode

	IPv4 unicast routing entries
	60000
	60000

	IPv4 multicast routing entries
	1000
	1000

	IPv6 unicast routing entries
	16000
	16000

	IPv6 multicast routing entries
	100
The CE12800E does not support this resource.
	100
The CE12800E does not support this resource.

	VLANs
	CE12800E: 4094
Other models: 4063
	200

	VPN instances
	CE12800E: 16000
Other models: 4063 when the card interoperability mode is non-enhanced mode or 16384 when the card interoperability mode is enhanced mode
	256

	MPLS
	Supported
The CE12800E does not support MPLS.
	Not supported

	TRILL
	Supported
The CE12800E does not support TRILL.
	Not supported

	Multicast
	Supported
	Not supported

	Weight of the maximum CPU usage
	5
	5
The CPU usage weight of the Admin-VS is 10.

	Maximum memory usage
	100
	100

	Maximum percentage of the occupied storage space (disk ratio-threshold)
	100
	100


Logical resource allocation has the following characteristics:
· A new VS has the default logical resource specifications. The PS administrator can change the specifications in the VS.
· Logical resources of two VSs can have the same name. For example, VS1 and VS2 can both have a VLAN named VLAN 10.
· VSs in port mode share service specifications configured on a PS. For example, a PS supports a maximum of service 4063 VLANs, and interfaces are assigned to VS1 and VS2 in port mode. If VS1 and the Admin-VS are allocated a total of 3000 VLANs (the Admin-VS is in port mode), VS2 can only use the remaining 1063 VLANs.
· Service specifications are exclusive to VSs in group mode. For example, if a maximum of 4063 VLANs are supported by device PS, and interfaces are assigned to VS1 and VS2 in group mode, VS1 and VS2 each can have a maximum of 4063 VLANs. Note that resource allocation is restricted by the system specifications. For example, a PS supports a maximum of 28441 VLANs. If seven VSs in group mode occupy a total of 28441 (7 x 4063) VLANs, the remaining VLAN resources are insufficient for another VS in group mode.
To view the system resource specifications and VS resource specifications, run the display virtual-system resource command.
· The maximum CPU usage of a VS is calculated through weight using the following formula:
(Weight of the VS/Total weight of all VSs) * 100%
· A VS administrator can check and manage only logical resources in the local VS.
3.2.3  VS Management
A user can implement remote VS management in inband and out-of-band mode.
Out-of-Band Management
The system software provides each VS with a virtual network interface MEth0/0/0. Each virtual management interface can have an independent IP address for each virtual management interface. Through the virtual management interfaces, different VSs can be managed remotely using the same management network, as shown in Figure 3-6.
Figure 3-6 Out-of-band management
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Inband Management
A user can connect to a VS through the assigned physical interface. Through inband management, the user can manage each VS using an independent management network.
Figure 3-7 Inband management
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3.3  Applications
User Group Virtualization
As shown in Figure 3-8, VSs serve different user groups to isolate traffic and faults. The user groups are managed through different networks, ensuring high network reliability and security.
Figure 3-8 VS assignment based on user groups
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Network Node Virtualization
As shown in Figure 3-9, VS technology allows vertical and horizontal network virtualization without changing the logical network topology. This reduces the number of physical devices on a network, improves the resource use efficiency, and lowers network OPEX.
Figure 3-9 VS assignment based on network nodes
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Service virtualization
As shown in Figure 3-10, different services are isolated and processed independently on VSs to improve security and reliability.
Figure 3-10 VS assignment based on services
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4  MPLS Basics
About This Chapter
This chapter describes MPLS basics.
4.1  Overview
4.2  Principles
4.3  Applications
4.1  Overview
Definition
The Multiprotocol Label Switching (MPLS) protocol is used on Internet Protocol (IP) backbone networks. MPLS uses connection-oriented label switching on connectionless IP networks. By combining Layer 3 routing technologies and Layer 2 switching technologies, MPLS leverages the flexibility of IP routing and the simplicity of Layer 2 switching.
MPLS is based on Internet Protocol version 4 (IPv4). The core MPLS technology can be extended to multiple network protocols, such as Internet Protocol version 6 (IPv6), Internet Packet Exchange (IPX), and Connectionless Network Protocol (CLNP). "Multiprotocol" in MPLS means that multiple network protocols are supported.
MPLS is used for tunneling but not a service or an application. MPLS supports multiple protocols and services. Moreover, it ensures security of data transmission.
Purpose
IP-based routing serves well on the Internet in the mid 90s, but IP technology can be inefficient at forwarding packets because software must search for routes using the longest match algorithm. As a result, the forwarding capability of IP technology can act as a bottleneck.
In contrast, Asynchronous transfer mode (ATM) technology uses labels of fixed length and maintains a label table that is much smaller than a routing table. Compared to IP, ATM is more efficient at forwarding packets. ATM is a complex protocol, however, with high deployment costs, that hinder its widespread use.
Because traditional IP technology is simple and costs little to deploy, a combination of IP and ATM capabilities would be ideal. This has sparked the emergence of MPLS technology.
MPLS was created to increase forwarding rates. Unlike IP routing and forwarding, MPLS analyzes a packet header only on the edge of the network and not at each hop. MPLS therefore reduces packet processing time.
The use of hardware-based functions based on application-specific integrated circuits (ASICs) has made IP routing far more efficient, so MPLS is no longer needed for its high-speed forwarding advantages. However, MPLS does support multi-layer labels, and its forwarding plane is connection-oriented. For these reasons, MPLS is widely used for virtual private network (VPN), and quality of service (QoS).
4.2  Principles
4.2.1  Basic MPLS Architecture
MPLS Network Structure
Figure 4-1 shows a typical MPLS network structure. Packets are forwarded on an MPLS network based on labels. In Figure 4-1, network devices that swap MPLS labels and forward packets are label switching routers (LSRs), which form an MPLS domain. LSRs that reside at the edge of the MPLS domain and connect to other networks are called label edge routers (LERs), and LSRs within the MPLS domain are core LSRs. 
Figure 4-1 MPLS network structure
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When IP packets reach an MPLS network, the ingress LER analyzes the packets and then adds appropriate labels to them. All LSRs on the MPLS network forward packets based on labels. When IP packets leave the MPLS network, the egress LER pops the labels.
A path along which IP packets are transmitted on an MPLS network is called a label switched path (LSP). An LSP is a unidirectional path in the same direction data packets traverse.
As shown in Figure 4-1, the LER at the starting point of an LSP is the ingress node, and the LER at the end of the LSP is the egress node. The LSRs between the ingress node and egress node along the LSP are transit nodes. An LSP may have zero, one, or several transit nodes and only one ingress node and one egress node.
On an LSP, MPLS packets are sent from the ingress to the egress. In this transmission direction, the ingress node is the upstream node of the transit nodes, and the transit nodes are the downstream nodes of the ingress node. Similarly, transit nodes are the upstream nodes of the egress node, and the egress node is the downstream node of the transit nodes.
MPLS Architecture
Figure 4-2 shows the MPLS architecture, which consists of a control plane and a forwarding plane.
Figure 4-2 MPLS architecture
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The MPLS architecture has the following parts:
· Control plane: generates and maintains routing and label information
· Routing information base (RIB): is generated by IP routing protocols and used to select routes.
· Label distribution protocol (LDP): allocates labels, creates a label information base (LIB), and establishes and tears down LSPs.
· Label information base (LIB): is generated by LDP and used to manage labels.
· Forwarding plane (data plane): forwards IP packets and MPLS packets
· Forwarding information base (FIB): is generated based on routing information obtained from the RIB and used to forward common IP packets.
· Label forwarding information base (LFIB): is created by LDP on an LSR and used to forward MPLS packets.
4.2.2  MPLS Label
Forwarding Equivalence Class
A forwarding equivalence class (FEC) is a collection of packets with the same characteristics. Packets of the same FEC are forwarded in the same way on an MPLS network.
FECs can be identified by the source address, destination address, source port, destination port, and VPN. For example, in IP forwarding, packets matching the same route based on the longest match algorithm belong to an FEC. 
Label
A label is a short, fixed-length (4 bytes) identifier that is only locally significant. A label identifies an FEC to which a packet belongs. In some cases, such as load balancing, a FEC can be mapped to multiple incoming labels. Each label, however, represents only one FEC on a device.
Compared with an IP packet, an MPLS packet has the additional 4-byte MPLS label. The MPLS label is between the link layer header and the network layer header, and allows use of any link layer protocol. Figure 4-3 shows position of an MPLS label and fields in the MPLS label.
Figure 4-3 MPLS label encapsulation format
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An MPLS label contains the following fields:
· Label: 20-bit label value.
· Exp: 3-bit, used as an extension value. Generally, this field is used as the class of service (CoS) field. When congestion occurs, devices prioritize packets that have a larger value in this field. 
· S: 1-bit value indicating the bottom of a label stack. MPLS supports nesting of multiple labels. When the S field is 1, the label is at the bottom of the label stack.
· TTL: time to live. This 8-bit field is the same as the TTL field in IP packets.
A label stack is an arrangement of labels. In Figure 4-4, the label next to the Layer 2 header is the top of the label stack (outer MPLS label), and the label next to the Layer 3 header is the bottom of the label stack (inner MPLS label). An MPLS label stack can contain an unlimited number of labels. Currently, MPLS label stacks can be applied to MPLS VPN.
Figure 4-4 Label stack
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The label stack organizes labels according to the rule of Last-In, First-Out. The labels are processed from the top of the stack.
Label Space
The label space is the value range of the label, and the space is organized in the following ranges:
· 0 to 15: special labels. For details about special labels, see Table 4-1.
· 16 or above: label space for dynamic signaling protocols, such as Label Distribution Protocol (LDP) and MultiProtocol Border Gateway Protocol (MP-BGP).
Table 4-1 Special labels
	Label Value
	Label
	Description

	0
	IPv4 Explicit NULL Label
	The label must be popped out (removed), and the packets must be forwarded based on IPv4. If the egress node allocates a label with the value of 0 to the penultimate hop LSR, the penultimate hop LSR pushes label 0 to the top of the label stack and forwards the packet to the egress node. When the egress node detects that the label of the packet is 0, the egress node pops the label out.

	1
	Router Alert Label
	A label that is only valid when it is not at the bottom of a label stack. The label is similar to the Router Alert Option field in IP packets. After receiving such a label, the node sends it to a local software module for further processing. Packet forwarding is determined by the next-layer label. If the packet needs to be forwarded continuously, the node pushes the Router Alert Label to the top of the label stack again.

	2
	IPv6 Explicit NULL Label
	The label must be popped out, and the packets must be forwarded based on IPv6. If the egress node allocates a label with the value of 2 to the LSR at the penultimate hop, the LSR pushes label 2 to the top of the label stack and forwards the packet to the egress node. When the egress node recognizes that the value of the label carried in the packet is 2, the egress node immediately pops it out.

	3
	Implicit NULL Label
	When the label with the value of 3 is swapped on an LSR at the penultimate hop, the LSR pops the label out and forwards the packet to the egress node. Upon receiving the packet, the egress node forwards the packet in IP forwarding mode or according to the next layer label.

	4 to 13
	Reserved
	None.

	14
	OAM Router Alert Label
	A label for operation, administration and maintenance (OAM) packets over an MPLS network. MPLS OAM sends OAM packets to monitor LSPs and report faults. OAM packets are transparent on transit nodes and the penultimate LSR.

	15
	Reserved
	None.


4.2.3  LSP Setup
Before forwarding packets, MPLS must allocate labels to packets and establish an LSP. 
Label Distribution Protocols for Dynamic LSPs
Dynamic LSPs are established using label distribution protocols. As the control protocol or signaling protocol for MPLS, a label distribution protocol defines FECs, distributes labels, and establishes and maintains LSPs.
MPLS can use the following protocols for label distribution:
· LDP
The Label Distribution Protocol (LDP) is designed for distributing labels. It sets up an LSP hop by hop according to IGP and BGP routing information.
For details about LDP principles, see Principle Description in the 5 
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MPLS LDP Configuration.
· RSVP-TE
Resource Reservation Protocol Traffic Engineering (RSVP-TE) is an extension of RSVP and is used to set up a constraint-based routed LSP (CR-LSP). In contrast to LDP LSPs, RSVP-TE tunnels are characterized by bandwidth reservation requests, bandwidth constraints, link "colors" (designating administrative groups), and explicit paths.
For details about RSVP-TE principles, see Principle Description in the 7 
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MPLS TE Configuration.
· MP-BGP
MP-BGP is an extension to BGP and allocates labels to MPLS VPN routes and inter-AS VPN routes.
For details about MP-BGP principles, see BGP Configuration in CloudEngine 12800 Series Switches  Configuration Guide - IP Routing.
Procedure for Establishing Dynamic LSPs
MPLS labels are distributed from downstream LSRs to upstream LSRs. As shown in Figure 4-5, a downstream LSR identifies FECs based on the IP routing table, allocates a label to each FEC, and records the mapping between labels and FECs. The downstream LSR then encapsulates the mapping into a message and sends the message to the upstream LSR. As this process proceeds on all the LSRs, the LSRs create a label forwarding information base (LFIB) and establish an LSP.
Figure 4-5 Establishing a dynamic LSP
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4.2.4  MPLS Forwarding
MPLS Forwarding Process
Basic Concepts
Label operations involved in MPLS packet forwarding include push, swap, and pop:
· Push: When an IP packet enters an MPLS domain, the ingress node adds a new label to the packet between the Layer 2 header and the IP header. Alternatively, an LSR adds a new label to the top of the label stack.
· Swap: When a packet is transferred within the MPLS domain, a local node swaps the label at the top of the label stack in the MPLS packet for the label allocated by the next hop according to the label forwarding table.
· Pop: When a packet leaves the MPLS domain, the label is popped out of (removed from) the MPLS packet.
A label is invalid at the last hop of an MPLS domain. The penultimate hop popping (PHP) feature applies. On the penultimate node, the label is popped out of the packet to reduce the size of the packet that is forwarded to the last hop. Then, the last hop directly forwards the IP packet or forwards the packet by using the second label.
By default, PHP is configured on the egress node. The egress node supporting PHP allocates the label with the value of 3 to the penultimate hop.
Basic Forwarding Process
LSPs that support PHP are used in the following example to describe how MPLS packets are forwarded.
Figure 4-6 Basic MPLS forwarding process
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As shown in Figure 4-6, the LSRs have distributed MPLS labels and set up an LSP with the destination address of 4.4.4.2/32. MPLS packets are forwarded as follows:
11. The ingress node receives an IP packet destined for 4.4.4.2. Then, the ingress node adds Label Z to the packet and forwards it.
12. When the downstream transit node receives the labeled packet, the node replaces Label Z by Label Y.
13. When the transit node at the penultimate hop receives the packet with Label Y, the node pops out Label Y because the label value is 3. The transit node then forwards the packet to the egress node as an IP packet.
14. The egress node receives the IP packet and forwards it to 4.4.4.2/32.
MPLS TTL Processing
This section describes how MPLS processes the TTL and responds to TTL timeout.
MPLS TTL Processing Modes
The TTL field in an MPLS label is 8 bits long. The TTL field is the same as that in an IP packet header. MPLS processes the TTL to prevent loops and implement traceroute.
RFC 3443 defines two modes in which MPLS can process the TTL in MPLS packets: Uniform and Pipe modes. By default, MPLS processes the TTL in Uniform mode. The two modes work as follows:
· Uniform mode
When IP packets enter an MPLS network, the ingress node decreases the IP TTL by one and copies this new value to the MPLS TTL field. The TTL field in MPLS packets is processed in standard mode. The egress node decreases the MPLS TTL by one and maps this new value to the IP TTL field. Figure 4-7 shows how the TTL field is processed on the transmission path.
Figure 4-7 TTL processing in Uniform mode
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· Pipe mode
As shown in Figure 4-8, the ingress node decreases the IP TTL by one and the MPLS TTL remains constant. The TTL field in MPLS packets is processed in standard mode. The egress node decreases the IP TTL by one. In Pipe mode, the IP TTL only decreases by one on the ingress node and one on the egress node when packets travels across an MPLS network.
Figure 4-8 TTL processing in Pipe mode
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In MPLS VPN applications, the MPLS backbone network needs to be shielded to ensure network security. The Pipe mode is recommended for private network packets.
ICMP Response Packet
On an MPLS network, when an LSR receives an MPLS packets with the TTL value of 1, the LSR generates an ICMP response packet.
The LSR returns the ICMP response packet to the sender in the following ways:
· If the LSR has a reachable route to the sender, the LSR directly sends the ICMP response packet to the sender through the IP route.
· If the LSR has no reachable route to the sender, the LSR forwards the ICMP response packet along the LSP. The egress node forwards the ICMP response packet to the sender.
In most cases, the received MPLS packet contains only one label and the LSR responds to the sender with the ICMP response packet using the first method. If the MPLS packet contains multiple labels, the LSR uses the second method.
The MPLS VPN packets may contain only one label when they arrive at an autonomous system boundary router (ASBR) on the MPLS VPN. These devices have no IP routes to the sender, so they use the second method to reply to the ICMP response packets.
4.2.5  LSP Connectivity Check
Introduction to LSP Connectivity Check
On an MPLS network, the control panel used for setting up an LSP cannot detect the failure in data forwarding of the LSP. This makes network maintenance difficult. The MPLS ping and tracert mechanisms detect LSP errors and locate faulty nodes.
MPLS ping is used to check network connectivity. MPLS tracert is used to check the network connectivity, and to locate network faults. Similar to IP ping and tracert, MPLS ping and tracert use MPLS echo request packets and MPLS echo reply packets to check LSP availability. MPLS echo request packets and echo reply packets are both encapsulated into User Datagram Protocol (UDP) packets. The UDP port number of the MPLS echo request packet is 3503, which can be identified only by MPLS-enabled devices.
An MPLS echo request packet carries FEC information to be detected, and is sent along the same LSP as other packets with the same FEC. In this manner, the connectivity of the LSP is checked. MPLS echo request packets are forwarded to the destination end using MPLS, while MPLS echo reply packets are forwarded to the source end using IP. Routers set the destination address in the IP header of the MPLS echo request packets to 127.0.0.1/8 (local loopback address) and the TTL value is 1. In this way, MPLS echo request packets are not forwarded using IP forwarding when the LSP fails so that the failure of the LPS can be detected.
MPLS Ping
Figure 4-9 MPLS network
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As shown in Figure 4-9, LSR_1 establishes an LSP to LSR_4. LSR_1 performs MPLS ping on the LSP by performing the following steps: 
15. LSR_1 checks whether the LSP exists. If the LSP does not exist, an error message is displayed and the MPLS ping stops. If the LSP exists, LSR_1 performs the following operations.
16. LSR_1 creates an MPLS echo request packet and adds 4.4.4.4 to the destination FEC in the packet. In the IP header of the MPLS echo request packet, the destination address is 127.0.0.1/8 and the TTL value is 1. LSR_1 searches for the corresponding LSP, adds the LSP label to the MPLS echo request packet, and sends the packet to LSR_2. 
17. Transit nodes LSR_2 and LSR_3 forward the MPLS echo request packet based on MPLS. If MPLS forwarding on a transit node fails, the transit node returns an MPLS echo reply packet carrying the error code to LSR_1.
18. If no fault exists along the MPLS forwarding path, the MPLS echo request packet reaches the LSP egress node LSR_4. LSR_4 returns a correct MPLS echo reply packet after verifying that the destination IP address 4.4.4.4 is the loopback interface address. MPLS ping is complete.
MPLS Tracert
As shown in Figure 4-9, LSR_1 performs MPLS tracert on LSR_4 (4.4.4.4/32) by performing the following steps: 
19. LSR_1 checks whether an LSP exists to LSR_4. If the LSP does not exist, an error message is displayed and the tracert stops. If the LSP exists, LSR_1 performs the following operations.
20. LSR_1 creates an MPLS echo request packet and adds 4.4.4.4 to the destination FEC in the packet. In the IP header of the MPLS echo request packet, the destination address is 127.0.0.1/8. Then LSR_1 adds the LSP label to the packet, sets the MPLS TTL value to 1, and sends the packet to LSR_2. The MPLS echo request packet contains a downstream mapping type-length-value (TLV) that carries downstream information about the LSP at the current node, such as next-hop address and outgoing label.
21. Upon receiving the MPLS echo request packet, LSR_2 decreases the MPLS TTL by one and finds that TTL times out. LSR_2 then checks whether the LSP exists and the next-hop address and whether the outgoing label of the downstream mapping TLV in the packet is correct. If so, LSR_2 returns a correct MPLS echo reply packet that carries the downstream mapping TLV of LSR_2. If not, LSR_2 returns an incorrect MPLS echo reply packet.
22. After receiving the correct MPLS echo reply packet, LSR_1 resends the MPLS echo request packet that is encapsulated in the same way as step 2 and sets the MPLS TTL value to 2. The downstream mapping TLV of this MPLS echo request packet is replicated from the MPLS echo reply packet. LSR_2 performs common MPLS forwarding on this MPLS echo request packet. If TTL times out when LSR_3 receives the MPLS echo request packet, LSR_3 processes the MPLS echo request packet and returns an MPLS echo reply packet in the same way as step 3.
23. After receiving a correct MPLS echo reply packet, LSR_1 repeats step 4, sets the MPLS TTL value to 3, replicates the downstream mapping TLV in the MPLS echo reply packet, and sends the MPLS echo request packet. LSR_2 and LSR_3 perform common MPLS forwarding on this MPLS echo request packet. Upon receiving the MPLS echo request packet, LSR_4 repeats step 3 and verifies that the destination IP address 4.4.4.4 is the loopback interface address. LSR_4 returns an MPLS echo reply packet that does not carry the downstream mapping TLV. MPLS tracert is complete.
When routers return the MPLS echo reply packet that carries the downstream mapping TLV, LSR_1 obtains information about each node along the LSP.
4.3  Applications
4.3.1  MPLS VPN
Traditional VPNs transmit private network data over the public network using tunneling protocols, such as the Generic Routing Encapsulation (GRE), Layer 2 Tunneling Protocol (L2TP), and Point to Point Tunneling Protocol (PPTP). MPLS LSPs are set up by swapping labels, and data packets are not encapsulated or encrypted. Therefore, MPLS is an appropriate technology for VPN implementation.
MPLS VPN can build a private network with security similar to a Frame Relay (FR) network. On MPLS VPN networks, customer devices do not need to set up tunnels such as GRE and L2TP tunnels, so the network delay is minimized.
As shown in Figure 4-10, the MPLS VPN connects private network branches through LSPs to form a unified network. The MPLS VPN also controls the interconnection between VPNs. Figure 4-10 shows the devices on an MPLS VPN network.
· A customer edge (CE) is deployed on the edge of a customer network. It can be a router, a switch, or a host.
· A provider edge (PE) is deployed on the edge of an IP/MPLS backbone network.
· A provider (P) device on an IP/MPLS backbone network is not directly connected to CEs. The provider device only needs to provide basic MPLS forwarding capabilities and does not maintain VPN information.
Figure 4-10 MPLS VPN
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An MPLS VPN has the following characteristics:
· PEs manage VPN users, set up LSPs between PEs, and advertise routing information between users in a VPN.
· PEs use MP-BGP to advertise VPN routing information.
· The MPLS-based VPN supports IP address multiplexing between sites as well as the interconnection of different VPNs.
4.3.2  MPLS 6PE
IPv6 Provider Edge (6PE) is an IPv4-to-IPv6 transition technology. This technology allows ISPs to provide access services for scattered IPv6 networks over existing IPv4 backbone networks. In this way, CEs on IPv6 islands can communicate with each other through IPv4 PEs.
On an MPLS 6PE network shown in Figure 4-11:
· 6PE routers exchange IPv6 routing information with CEs using IPv6 routing protocols.
· 6PE routers exchange IPv6 routing information with each other using Multiprotocol Border Gateway Protocol (MP-BGP) and allocate MPLS labels to IPv6 prefixes.
· 6PE routers exchange IPv4 routing information with Ps using IPv4 routing protocols and establish LSPs between 6PE routers and Ps using MPLS.
Figure 4-11 Packet forwarding using MPLS 6PE
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Figure 4-11 shows the IPv6 packet forwarding process on an MPLS 6PE network. IPv6 packets must carry outer and inner labels when being forwarded on the IPv4 backbone network. The inner label (L2) maps the IPv6 prefix, while the outer label (L1) maps the LSP between 6PEs.
The MPLS 6PE technology allows ISPs to connect existing IPv4/MPLS networks to IPv6 networks by simply upgrading PEs. To Internet service providers (ISPs), the MPLS 6PE technology is an efficient solution for transition to IPv6.
5  MPLS LDP Configuration
About This Chapter
This chapter describes how to configure Multiprotocol Label Switching Label Distribution Protocol (MPLS LDP). MPLS LDP defines the messages and procedures for distributing labels. MPLS LDP is used by Label Switching Routers (LSRs) to negotiate session parameters, distribute labels, and then establish Label Switched Paths (LSPs).
5.1  Overview
5.2  Principles
5.3  References
5.1  Overview
Definition
The Label Distribution Protocol (LDP) is a control protocol of Multiprotocol Label Switching (MPLS) that functions like a signaling protocol on a traditional network. LDP classifies forwarding equivalence classes (FECs), distributes labels, and establishes and maintains label switched paths (LSPs). LDP defines messages used in the label distribution process as well as procedures for processing these messages.
Purpose
MPLS is highly scalable because it allows multiple labels in a packet and has a connection-oriented forwarding plane. This scalability enables an MPLS/IP network to provide a variety of services. Label switching routers (LSRs) on an MPLS network use LDP to map Layer 3 routing information to Layer 2 switched paths, and establish LSPs at the network layer.
LDP is widely used to provide VPN services because of its simple deployment and configuration, abilities to set up LSPs dynamically based on routing information, and support for a large number of LSPs.
5.2  Principles
5.2.1  Basic Concepts
LDP Peers
Two LSRs that use LDP to set up an LDP session and exchange label messages are LDP peers.
LDP peers learn labels from each other over the LDP session between them.
LDP Adjacency
When an LSR receives a Hello message from a peer, an LDP adjacency is set up between the two LSRs. Two types of LDP adjacencies are used:
· Local adjacency: adjacency discovered by multicasting a Hello message (link Hello message)
· Remote adjacency: adjacency discovered by unicasting a Hello message (targeted Hello message)
LDP maintains peer information based on adjacencies. The type of a peer depends on the type of its adjacency. A peer can be maintained by multiple adjacencies. If a peer is maintained by both local and remote adjacencies, the peer is a local-and-remote peer.
LDP Session
LSRs exchange messages over an LDP session that include label mapping and release messages. LDP sessions can be set up only between LDP peers. The following types of LDP sessions are available:
· Local LDP session: set up between two LSRs that are directly connected
· Remote LDP session: set up between two LSRs that are directly or indirectly connected
An LSR can set up local and remote LDP sessions simultaneously.
5.2.2  LDP Working Mechanism
5.2.2.2  LDP Overview
LDP defines the label distribution process and messages transmitted during label distribution. LSRs use LDP to map Layer 3 routing information to Layer 2 switched paths, and set up an LSP.
For details about LDP, see RFC 5036 (LDP Specification).
LDP Messages
LDP defines the following messages:
· Discovery message: used to announce or maintain an LSR on a network. For example, Hello messages are discovery messages.
· Session message: used to establish, maintain, and terminate sessions between LDP peers. For example, Initialization and Keepalive messages are session messages.
· Advertisement message: used to create, modify, and delete label mappings for FECs.
· Notification message: used to provide advisory and error information.
To ensure the reliability of message transmission, LDP uses Transmission Control Protocol (TCP) transport for Session, Advertisement, and Notification messages. LDP uses User Datagram Protocol (UDP) transport only for transmitting the Discovery message.
LDP Working Process
The LDP working process has the following phases:
24. 5.2.2.2 
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LDP Session Setup
After LSRs send Hello messages to discover LDP peers, the LSRs establish an LDP session. LDP peers periodically send Hello and Keepalive messages to maintain the LDP session.
· LDP peers periodically send Hello messages to maintain the adjacency. If an LSR does not receive any Hello message from a peer before the Hello timer expires, the local LSR deletes the adjacency. After the adjacency is deleted, the local LSR sends a Notification message to terminate the LDP session.
· LDP peers periodically send Keepalive messages over the LDP session to maintain the LDP session. If an LSR does not receive a Keepalive message from a peer before the Keepalive timer expires, the local LSR terminates the TCP connection and sends a Notification message to terminate the LDP session.
25. 5.2.2.3 
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LDP LSP Setup
After a session is established, LDP peers advertise the mappings between FECs and labels and set up an LSP.
5.2.2.3  LDP Session Setup
LSRs use LDP discovery mechanisms to discover LDP peers and establish an LDP session. An LDP LSP can be set up to transmit services only after an LDP session is set up.
LDP Discovery Mechanisms
LSRs use LDP discovery mechanisms to discover LDP peers. LSRs can use the following types of LDP discovery mechanisms:
· Basic discovery mechanism: used to discover directly-connected LSR peers on a link.
An LSR periodically sends LDP Link Hello messages to implement the mechanism and establish a local LDP session.
LDP Link Hello messages are encapsulated in UDP packets with the multicast destination address 224.0.0.2. If an LSR receives an LDP Link Hello message on an interface, an LDP peer is connected to this interface.
· Extended discovery mechanism: used to discover LSR peers that are not directly connected on a link.
An LSR periodically sends LDP Target Hello messages to a specified destination IP address according to the mechanism to establish a remote LDP session.
The LDP Target Hello messages are encapsulated in UDP packets with the unicast destination IP addresses. If an LSR receives an LDP Target Hello message, an LDP peer is connected to the LSR.
LDP Session Setup Process
Two LSRs exchange Hello messages to trigger the establishment of an LDP session.
Figure 5-1 shows how an LDP session is set up.
Figure 5-1 Process of establishing an LDP session
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The LDP session setup process consists of the following steps:
26. Two LSRs send Hello messages to each other.
Each Hello message contains the transport address (device IP address) that the two LSRs use to establish an LDP session.
27. The LSR with a larger transport address initiates a TCP connection.
As shown in Figure 5-1, LSR_1 initiates a TCP connection and LSR_2 waits for the TCP connection request.
28. After the TCP connection is successfully established, LSR_1 sends an Initialization message to negotiate with LSR_2 about parameters used for establishing the LDP session.
These parameters include the LDP version, label distribution mode, Keepalive timer value, maximum packet data unit (PDU) length, and label space.
29. If LSR_2 accepts parameters in the Initialization message, LSR_2 sends an Initialization message and a Keepalive message to LSR_1.
If LSR_2 rejects the parameters in the Initialization message, LSR_2 sends a Notification message to LSR_1 to stop the establishment of the LDP session.
Parameters in the Initialization message include the LDP version, label distribution mode, Keepalive timer value, maximum PDU length, and label space.
30. If LSR_1 accepts the parameters in the Initialization message sent from LSR_2, LSR_1 sends a Keepalive message to LSR_2.
If LSR_1 rejects the parameters in the Initialization message, LSR_1 sends a Notification message to LSR_2 to stop the establishment of the LDP session.
After both LSR_1 and LSR_2 have accepted Keepalive messages from each other, an LDP session is established between them.
5.2.2.4  LDP LSP Setup
LDP peers send Label Request and Mapping messages to advertise FEC-to-label mappings and establish LSPs based on the mappings. Label distribution and management depend on the label advertisement mode, label distribution control mode, and label retention mode.
Label Advertisement and Management
Label Advertisement Modes
An LSR assigns a label to a specified FEC and notifies its upstream LSR of the label. This means that labels are allocated by a downstream LSR and distributed from downstream to upstream.
As described in Table 5-1, two label advertisement modes are available. The label advertisement modes on upstream and downstream LSRs must be the same.
Table 5-1 Label advertisement modes
	Label Advertisement Mode
	Definition
	Description

	Downstream Unsolicited (DU) mode
	An LSR distributes labels to a specified FEC without having to receive Label Request messages from its upstream LSR.
When the DU mode is used, LDP supports label distribution for all non-downstream peers by default. Each node can send Label Mapping messages to all non-downstream peers.
	As shown in Figure 5-2, the downstream egress triggers the establishment of an LSP destined for the FEC 192.168.1.1/32 using a host route and sends a Label Mapping message to the upstream transit node to advertise the label of the host route to 192.168.1.1/32.

	Downstream on Demand (DoD) mode
	An LSR distributes labels to a specified FEC only after receiving Label Request messages from its upstream LSR.
	As shown in Figure 5-2, the downstream egress triggers the establishment of an LSP destined for the FEC 192.168.1.1/32 in host mode. The upstream ingress sends a Label Request message to the downstream egress. After receiving the message, the downstream egress sends a Label Mapping message to the upstream LSR.


Figure 5-2 DU and DoD
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Label Distribution Control Modes
The label distribution control mode refers to a label distribution method used on an LSR during LSP establishment.
Two label distribution control modes are available.
· Independent mode: A local LSR can distribute a label bound to an FEC and then inform the upstream LSR, without waiting for the label distributed by the downstream LSR.
· Ordered mode: An LSR advertises the mapping between a label and an FEC to its upstream LSR only when this LSR is the outgoing node of the FEC or receives the Label Mapping message of the next hop for the FEC.
Table 5-2 describes the combination between the label distribution control mode and label advertisement mode.
Table 5-2 Combination between the label distribution control mode and label advertisement mode
	Label Distribution Control Mode
	DU Mode
	DoD Mode

	Independent Mode
	A transit LSR can assign a label to the ingress node without waiting for the label assigned by the egress node.
	The directly-connected ingress transit node that sends a Label Request message replies with a label without waiting for the label assigned by the egress node.

	Ordered Mode
	The LSR (the transit LSR in Figure 5-2) must receive a Label Mapping message from the downstream LSR (the egress node in Figure 5-2). Then, the transit LSR can distribute a label to the ingress node in the diagram.
	The directly connected transit node of the ingress node that sends the Label Request message must receive a Label Mapping message from the downstream (the egress node in the diagram). Then, the transit node can distribute a label to the ingress node in Figure 5-2.


Label Retention Modes
The label retention mode refers to the way an LSR processes the label mapping received but not immediately used.
The label mapping that an LSR receives may or may not originate at the next hop.
As described in Table 5-3, two label retention modes are available.
Table 5-3 Label retention modes
	Label Retention Mode
	Definition
	Description

	Liberal mode
	Upon receiving a Label Mapping message from a neighbor LSR, an LSR retains the message regardless of whether the neighbor LSR is its next hop.
	When the next hop of an LSR changes due to a change in network topology, note that:
· In Liberal mode, the LSR can use the previous label sent by a non-next hop to quickly reestablish an LSP. This requires more memory and label space than in conservative mode.
· In Conservative mode, the LSR only retains labels sent by the next hop. This saves memory and label space but slows down the reestablishment of an LSP.
Conservative mode and DoD mode are used together to set up LSRs with limited label space.

	Conservative mode
	Upon receiving a Label Mapping message from a neighbor LSR, an LSR retains the message only when the neighbor LSR is its next hop.
	


Currently, the following combinations are supported:
· DU label advertisement mode, ordered label control mode, and liberal label retention mode (default mode)
LDP LSP Setup Process
LSP setup is the process of mapping an FEC to a label and advertising the mapping to neighboring LSRs. Figure 5-3 shows how an LSP is set up in DU and Ordered mode.
Figure 5-3 LDP LSP setup process
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The LDP LSP setup process consists of the following steps:
31. By default, upon a route change, if an edge node (egress) finds a new host route that does not belong to any existing FEC, the egress node creates an FEC for the route.
32. If the egress node has available labels, it distributes a label for the new FEC and sends a Label Mapping message to the upstream node. The Label Mapping message contains the distributed label and FEC.
33. After receiving the Label Mapping message, the upstream transit node checks whether the sender (egress node) is the next hop of the FEC. If so, the transit node adds the label-to-FEC mapping in the Label Mapping message to its label forwarding table, and then sends the Label Mapping message of the specified FEC to the upstream LSR (ingress).
34. After receiving the Label Mapping message, the ingress node checks whether the sender (transit node) is the next hop of the FEC. If so, the ingress node adds the label-to-FEC mapping in the Label Mapping message to its label forwarding table. An LSP is established, and the packets of this FEC can be forwarded based on labels.
This process sets up a common LDP LSP. Another type of LSP is the proxy egress LSP. A proxy egress establishes LSPs using routes in which the next-hop addresses are not local addresses. If penultimate hop popping (PHP) is enabled, an LSR at the penultimate hop is a specific proxy egress along an LSP. A proxy egress is configured manually. The proxy egress applies to a network with MPLS-incapable switches or helps load-balance traffic based on Border Gateway Protocol (BGP) routes.
On the network shown in Figure 5-4, LSR_1, LSR_2, and LSR_3 are in an MPLS domain. LSR_4 is not enabled with MPLS LDP or does not support MPLS LDP. If a policy is configured to use all IGP routes to establish LDP LSPs, LSR_3 functions as a proxy egress and becomes the penultimate hop of the route. This allows LSR_1, LSR_2, and LSR_3 to establish LDP LSPs to LSR_4.
Figure 5-4 Proxy egress
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5.2.3  LDP over TE
Resource Reservation Protocol (RSVP) Traffic Engineering (TE) and SR-Traffic Engineering (SR-TE) are MPLS tunneling technologies that generate LSPs to transparently transmit data packets. LDP is another MPLS tunneling technology and generates LDP LSPs. LDP over TE allows an LDP LSP to span an RSVP TE area or an SR-TE area, with the TE tunnel is as a hop of the LDP LSP.
After a TE tunnel is established, the IGP (such as OSPF or IS-IS) running on the devices at both ends of the tunnel can select the TE tunnel as the route outbound interface through local routing calculation or by advertising link state advertisements (LSAs). The source and destination devices can be considered directly connected through the TE tunnel interface (logical interface). Actually, packets are transparently transmitted over the TE tunnel.
LDP over TE Tunnel Setup
As shown in Figure 5-5, P1, P2, and P3 are located in an RSVP TE area. LDP runs between PE1 and P1 and between P3 and PE2. The LDP LSP over an RSVP TE tunnel from PE1 and PE2 is used as an example to describe how an LDP LSP is set up.
Figure 5-5 LDP over TE tunnel setup
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The LDP LSP setup process is as follows:
35. An RSVP TE tunnel from P1 to P3 is established. P3 allocates RSVP-Label-1 to P2, and P2 allocates RSVP-Label-2 to P1.
36. A remote LDP session is established between P1 and P3.
37. Forwarding adjacency is enabled on P1 and P3 to ensure that traffic from P1 to P3 and PE2 is forwarded through the tunnel interface.
38. PE2 triggers LDP LSP setup and sends a Label Mapping message to P3. The Label Mapping message carries the label LDP-Label-1.
39. After receiving the Label Mapping message, P3 sends a Label Mapping message to P1 through the remote LDP session. The Label Mapping message carries LDP-Label-2.
40. After receiving the Label Mapping message, P1 sends a Label Mapping message to PE1. The Label Mapping message carries LDP-Label-3.
The LDP LSP from PE1 to PE2 across the RSVP TE area is set up.
Application Scenario
As shown in Figure 5-6, MPLS L2VPN or L3VPN needs to be deployed on the PEs to connect the VPN sites. RSVP TE or SR-TE needs to be deployed on the entire network to ensure smooth VPN traffic forwarding; otherwise, congestion may occur on some nodes. However, network-wide RSVP TE or SR-TE deployment and maintenance are complex. Besides, some PEs may not support RSVP TE or SR-TE. LDP over TE allows an LDP LSP to span an RSVP TE area or an SR-TE area, with the TE tunnel is as a hop of the LDP LSP. You can define a core RSVP TE area or SR-TE area and deploy RSVP TE or SR-TE in the area and LDP outside the area.
Figure 5-6 LDP over TE networking
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Advantages of LDP over TE: Compared with RSVP TE or SR-TE, the LDP LSP is easier to configure and maintain. In addition, LDP consumes less system resources than RSVP or SR-TE. With LDP over TE, you only need to deploy RSVP TE or SR-TE in the core area, without establishing TE tunnels between every two PEs. This technology simplifies the deployment and maintenance, and reduces the burden of PEs. In the core area, the advantages of RSVP TE or SR-TE in terms of protection switching, path planning, and bandwidth protection can be fully used.
5.2.4  LDP Security Mechanisms
To ensure security of LDP packets, MPLS provides three security mechanisms: Message-digest algorithm 5 (MD5), Keychain, and Generalized TTL Security Mechanism (GTSM).
Keychain is more secure than MD5 authentication, and only one of these mechanisms can be used for an LDP peer. GTSM protects a device against attacks of invalid LDP packets and can be used with MD5 authentication or Keychain.
MD5 Authentication
MD5 authentication is a standard digest algorithm defined in RFC 1321. A typical application of MD5 is to calculate a message digest to prevent message spoofing. The MD5 message digest is a unique result calculated by an irreversible character string conversion. If a message is modified during transmission, a different digest is generated. After the message arrives at the receiver, the receiver can determine whether the packet has been modified by comparing the received digest with the pre-calculated digest.
MD5 generates a unique digest for an information segment, so LDP MD5 authentication can prevent LDP packets from being modified. This authentication is stricter than common checksum verification of TCP. The MD5 authentication process is as follows:
41. Before an LDP session message is sent over a TCP connection, the sender pads the TCP header with a unique digest. The digest is calculated using the MD5 algorithm based on the TCP header, LDP message, and configured password.
42. Upon receiving the TCP packet, the receiver obtains the TCP header, digest, and LDP session message, and then uses MD5 to calculate a digest based on the received TCP header, LDP session message, and locally stored password. The receiver compares the calculated digest with the received one to check whether the packet has been modified.
A password can be set in either cipher text or simple text. The simple-text password is directly saved in the configuration file. The cipher-text password is saved in the configuration file after being encrypted using a special algorithm. However, the character string entered by the user is used to calculate the digest, regardless of whether the password is in simple text or cipher text. That is, the cipher-text password does not participate in MD5 calculation. As devices from different vendors use proprietary password encryption algorithms, this digest calculation method shields differences of password encryption algorithms used on different devices.
Keychain Authentication
Compared with MD5, Keychain is an enhanced encryption algorithm that calculates a message digest for the same LDP message to prevent the message from being modified.
During Keychain authentication, a group of passwords are defined to form a password string. Each password is specified with encryption and decryption algorithms such as MD5 algorithm and SHA-1, and is configured with the validity period. When sending or receiving a packet, the system selects a valid password based on the user's configuration. Within the valid period of the password, the system uses the encryption algorithm matching the password to encrypt the packet before sending it out, or uses the decryption algorithm matching the password to decrypt the packet before accepting it. In addition, the system automatically uses a new password after the previous password expires, preventing the password from being decrypted.
The Keychain authentication password, the encryption and decryption algorithms, and the password validity period that constitute a Keychain configuration node are configured using different commands. A Keychain configuration node requires at least one password and encryption and decryption algorithms.
LDP GTSM
GTSM protects services by checking whether the TTL value in the IP header is within the pre-defined range. The prerequisites for using GTSM are as follows:
· The TTL of normal packets between routers is determined.
· It is difficult to change the TTL value.
LDP GTSM refers to GTSM implementation over LDP.
To protect the device against attacks, GTSM verifies the TTL in a packet. LDP GTSM is applied to LDP packets between neighbor or adjacent (based on a fixed number of hops) devices. The TTL range is preset on each device for packets from other devices. With GTSM enabled, if the TTL of an LDP packet received by a device configured with LDP is out of the TTL range, the packet is considered invalid and is discarded. This protects the upper-layer protocols.
5.2.5  LDP Reliability
5.2.5.5  Introduction to LDP Reliability
MPLS provides multiple reliability technologies to ensure high reliability of key services transmitted over LDP LSPs. The following table describes these reliability technologies.   
Table 5-4 LDP reliability technologies
	Reliability Technology
	Description
	Function

	Traffic protection 
	Ensures that traffic is switched to the backup LDP LSP and minimizes packet loss when a working LDP LSP fails.
	· 5.2.5.3 

REF _EN-US_HDITACONCEPT_0102235770-chtext \h
Synchronization Between LDP and IGP
· 5.2.5.4 

REF _EN-US_HDITACONCEPT_0102235771-chtext \h
Auto LDP FRR
· 5.2.5.7 

REF _EN-US_HDITACONCEPT_0102235793-chtext \h
Local-and-Remote LDP Session
 

	
	Ensures nonstop forwarding on the forwarding plane when the control plane fails on a node.
	· 5.2.5.5 

REF _EN-US_HDITACONCEPT_0102235792-chtext \h
LDP GR
· 5.2.5.6 

REF _EN-US_HDITACONCEPT_0102235796-chtext \h
LDP NSR
 


5.2.5.6  BFD for LDP LSP
Bidirectional Forwarding Detection (BFD) can quickly detect faults on an LDP LSP and trigger a traffic switchover upon an LDP LSP failure to improve network reliability.
Background
As shown in Figure 5-7, an LSR periodically sends Hello messages to its neighboring LSRs to advertise its existence on the network and maintain adjacencies. An LSR creates a Hello timer for each neighbor to maintain an adjacency. Each time the LSR receives a Hello message, the LSR resets the Hello timer. If the Hello timer expires before the LSR receives a new Hello message, the LSR considers that the adjacency is terminated. This mechanism cannot detect link faults quickly, especially when a Layer 2 device is deployed between LSRs.
Figure 5-7 BFD for LDP LSPs
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BFD can quickly detect faults on an LDP LSP and trigger a traffic switchover upon an LDP LSP failure, minimizing packet loss and improving network reliability.
Implementation
BFD for LDP LSPs can rapidly detect a fault on an LDP LSP and notify the forwarding plane of the fault to ensure fast traffic switchover.
A BFD session is bound to an LSP. That is, a BFD session is set up between the ingress and egress nodes. A BFD packet is sent from the ingress node to the egress node along an LSP. Then, the egress node responds to the BFD packet. In this manner, the ingress node can detect the LSP status quickly. After BFD detects an LSP failure, BFD notifies the forwarding plane. Then, the forwarding plane switches traffic to the backup LSP.
Figure 5-8 BFD for LDP LSPs
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5.2.5.7  Synchronization Between LDP and IGP
Synchronization between LDP and IGP ensures consistent IGP and LDP traffic by suppressing IGP route advertisement. This minimizes packet loss and improves network reliability.
Background
Because LDP convergence is slower than IGP route convergence, the following problems occur on an MPLS network where primary and backup links exist: 
· When the primary link fails, the IGP route of the backup link becomes primary and traffic is switched to the backup LSP over the backup link (through 5.2.5.4 

REF _EN-US_HDITACONCEPT_0102235771-chtext \h
Auto LDP FRR). After the primary link recovers, the IGP route of the primary link becomes primary before an LDP session is established over the primary link. As a result, traffic is dropped during attempts to use the unreachable LSP. 
· When the IGP route of the primary link is reachable and an LDP session between nodes on the primary link fails, traffic is directed using the IGP route of the primary link, while the LSP over the primary link is torn down. Because a preferred IGP route of the backup link is unavailable, an LSP over the backup link cannot be established, causing traffic loss.
Synchronization between LDP and IGP helps prevent traffic loss caused by these problems.
Related Concepts
Synchronization between LDP and IGP involves three timers:
· Hold-down timer: controls the amount of time before establishing an IGP neighbor relationship.
· Hold-max-cost timer: controls the interval for advertising the maximum link cost on an interface.
· Delay timer: controls the amount of time before an LSP establishment.
Implementation
As shown in Figure 5-9, when traffic is switched between primary and backup links, synchronization between LDP and IGP is implemented as follows.
Figure 5-9 Switching between primary/backup links
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· The primary link recovers from a physical fault.
a. The faulty link between LSR_2 and LSR_3 recovers.
b. An LDP session is set up between LSR_2 and LSR_3. IGP starts the Hold-down timer to suppress establishment of the neighbor relationship.
c. Traffic keeps traveling through the backup LSP.
d. After the LDP session is set up, Label Mapping messages are exchanged and then synchronization between LDP and IGP starts.
e. The IGP establishes a neighbor relationship and switches traffic back to the primary link. The LSP is reestablished and its route converges on the primary link.
· An IGP on the primary link is normal and the LDP session is Down.
f. An LDP session between nodes along the primary link is torn down.
g. LDP notifies the IGP of the LDP session Down event, and IGP advertises the maximum cost of the primary link.
h. The IGP route of the backup link becomes reachable.
i. An LSP is established over the backup link and the LDP module on LSR_2 delivers forwarding entries.
5.2.5.8  Auto LDP FRR
Auto LDP fast reroute (FRR) provides link backup on an MPLS network. When the primary LSP fails, traffic is quickly switched to the backup LSP, minimizing traffic loss.
Background
On an MPLS network, when the primary link fails, IP FRR ensures fast IGP route convergence and switches traffic to the backup link. However, a new LSP needs to be established, which causes traffic loss. If the LSP fails (for some reason other than an primary link failure), traffic is restored until a new LSP is established, causing traffic interruption for a long time. Auto LDP FRR is used on an MPLS network to address these issues.
Auto LDP FRR, using the liberal label retention mode of LDP, obtains a liberal label, assigns a forwarding entry to the label, and then delivers the forwarding entry to the forwarding plane as the backup forwarding entry for the primary LSP. When the interface goes Down (as detected by the interface itself or by BFD) or the primary LSP fails (as detected by BFD), traffic is quickly switched to the backup LSP.
Concepts
Auto LDP FRR: This automatic approach depends on IP FRR. A backup LSP can be established and its forwarding entries can be delivered only when the source of the liberal label matches the backup route. That is, the liberal label is obtained from the outbound interface and next hop of the backup route, and the backup LSP triggering conditions are met. By default, LDP LSP setup is triggered by a 32-bit backup route.
Implementation
In liberal label retention mode, an LSR can receive a Label Mapping message of an FEC from any neighboring LSR. However, only the Label Mapping message sent by the next hop of the FEC can be used to generate a label forwarding table for LSP setup. In contrast, Auto LDP FRR can generate an LSP as the backup of the primary LSP based on Label Mapping messages that are not from the next hop of the FEC. Auto LDP FRR establishes forwarding entries for the backup LSP and adds the forwarding entries to the forwarding table. If the primary LSP fails, traffic is switched to the backup LSP quickly to minimize traffic loss.
Figure 5-10 Auto LDP FRR - triangle topology
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In Figure 5-10, the optimal route from LSR_1 to LSR_2 is LSR_1-LSR_2. A suboptimal route is LSR_1-LSR_3-LSR_2. After receiving a label from LSR_3, LSR_1 compares the label with the route from LSR_1 to LSR_2. Because LSR_3 is not the next hop of the route from LSR_1 to LSR_2, LSR_1 stores the label as a liberal label. If a route is available for the source of the liberal label, LSR_1 assigns a forwarding entry to the liberal label as the backup forwarding entry, and then delivers this forwarding entry to the forwarding plane with the primary LSP. In this way, the primary LSP is associated with the backup LSP.
Auto LDP FRR is triggered when an interface failure is detected by the interface itself or BFD, or a primary LSP failure is detected by BFD. After Auto LDP FRR is complete, traffic is switched to the backup LSP using the backup forwarding entry. Then the route is converged from LSR_1-LSR_2 to LSR_1-LSR_3-LSR_2. An LSP is established on the new path (the original backup LSP) and the original primary LSP is deleted. Traffic is forwarded along the new LSP of LSR_1-LSR_3-LSR_2.
Usage Scenario
Figure 5-10 shows a typical application environment of Auto LDP FRR. Auto LDP FRR functions well in a triangle topology but may not take effect in some situations in a rectangle topology.
Figure 5-11 Auto LDP FRR - rectangle topology
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As shown in Figure 5-11, if the optimal route from LSR_1 to LSR_4 is LSR_1-LSR_2-LSR_4 (with no other route for load balancing), LSR_3 receives a liberal label from LSR_1 and is bound to Auto LDP FRR. If the link between LSR_3 and LSR_4 fails, traffic is switched to the route of LSR_3-LSR_1-LSR_2-LSR_4. No loop occurs in this situation.
However, if optional routes from LSR_1 to LSR_4 are available for load balancing (LSR_1-LSR_2-LSR_4 and LSR_1-LSR_3-LSR_4), LSR_3 may not receive a liberal label from LSR_1 because LSR_3 is a downstream node of LSR_1. Although LSR_3 receives a liberal label and is configured with Auto LDP FRR, traffic may still be forwarded to LSR_3 after the traffic switching, leading to a loop. The loop exists until the route from LSR_1 to LSR_4 is converged to LSR_1-LSR_2-LSR_4.
5.2.5.9  LDP GR
LDP Graceful Restart (GR) ensures uninterrupted traffic transmission during a protocol restart or active/standby switchover because the forwarding plane is separated from the control plane.
Background
On an MPLS network, when the GR Restarter restarts a protocol or performs an active/standby switchover, label forwarding entries on the forwarding plane are deleted, interrupting data forwarding.
LDP GR can address this issue and therefore improve network reliability. During a protocol restart or active/standby switchover, LDP GR retains label forwarding entries because the forwarding plane is separated from the control plane. The device still forwards packets based on the label forwarding entries, ensuring data transmission. After the protocol restart or active/standby switchover is complete, the GR Restarter can restore to the original state with the help of the GR Helper.
Concepts
LDP GR is a high-reliability technology based on non-stop forwarding (NSF). A GR process involves GR Restarter and GR Helper devices:
· GR Restarter: has GR capability and restarts a protocol.
· GR Helper: assists in the GR process as a GR-capable neighbor of the GR Restarter.
[image: image85.png]



The device can function only as the GR Helper.
LDP GR uses the following timers:
· Forwarding State Holding timer: specifies the duration of the LDP GR process.
· Reconnect timer: controls the time during which the GR Helper waits for LDP session reestablishment. After a protocol restart or active/standby switchover occurs on the GR Restarter, the GR Helper detects that the LDP session with the GR Restarter is Down. The GR Helper then starts this timer and waits for the LDP session to be reestablished before the timer expires.
· Recovery timer: controls the time during which the GR Helper waits for LSP recovery. After the LDP session is reestablished, the GR Helper starts this timer and waits for the LSP to recover before the timer expires.
Implementation
Figure 5-12 shows LDP GR implementation.
Figure 5-12 LDP GR implementation
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LDP GR works as follows:
43. An LDP session is set up between the GR Restarter and GR Helper. The GR Restarter and GR Helper negotiate GR capabilities during LDP session setup.
44. When restarting a protocol or performing an active/standby switchover, the GR Restarter starts the Forwarding State Holding timer, retains label forwarding entries, and sends an LDP Initialization messages to the GR Helper. When the GR Helper detects that the LDP session with the GR Restarter is Down, the GR Helper retains label forwarding entries of the GR Restarter and starts the Reconnect timer.
45. After the protocol restart or active/standby switchover, the GR Restarter reestablishes an LDP session with the GR Helper. If an LDP session is not reestablished before the Reconnect timer expires, the GR Helper deletes label forwarding entries of the GR Restarter.
46. After the GR Restarter reestablishes an LDP session with the GR Helper, the GR Helper starts the Recovery timer. Before the Recovery timer expires, the GR Restarter and GR Helper exchange Label Mapping messages over the LDP session. The GR Restarter restores forwarding entries with the help of the GR Helper, and the GR Helper restores forwarding entries with the help of the GR Restarter. After the Recovery timer expires, the GR Helper deletes all forwarding entries that have not been restored.
47. After the Forwarding State Holding timer expires, the GR Restarter deletes label forwarding entries and the GR is complete.
5.2.5.10  LDP NSR
LDP Non-Stop Routing (LDP NSR) ensures nonstop data transmission on the control plane and forwarding plane when an active/standby switchover occurs on a device, without the help of neighboring nodes. For details about NSR, see NSR in CloudEngine 12800 Series Switches  Configuration Guide - Reliability.
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LDP NSR is enabled on the device by default and does not need to be configured.
LDP NSR is implemented through synchronization between the active and standby control boards. LDP NSR synchronizes the following key data between the active and standby control boards:
· LDP control block
· LSP forwarding entries
· Cross connect (XC) information that describes the cross connection between a forwarding equivalence class (FEC) and an LSP
· Labels, including the following types:
· LDP LSP labels on a public network
· Virtual Circui (VC) labels in Martini Virtual Private LAN Service (VPLS) networking
5.2.5.11  Local-and-Remote LDP Session
A local node can set up both local and remote LDP adjacencies with an LDP peer. That is, the peer is maintained by both local and remote LDP adjacencies.
As shown in Figure 5-13, when the local LDP adjacency is deleted because the link associated with the adjacency fails, the type of the peer may change but the peer status remains unchanged. Depending on the adjacency type, the peer type can be local, remote, or local-and-remote.
When the link is faulty or recovering, the peer type may change as well as the corresponding session type. However, the session stays Up in this process and is not deleted or set to Down.
Figure 5-13 Local-and-remote LDP session between two nodes
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A typical application of local-and-remote LDP is with a Layer 2 virtual private network (L2VPN). As shown in Figure 5-13, L2VPN services are configured on PE_1 and PE_2. When the direct link between PE_1 and PE_2 is disconnected and then recovers, the changes in the peer and session types are as follows: 
48. PE_1 and PE_2 have MPLS LDP enabled and establish a local LDP session. Then PE_1 and PE_2 are configured as remote peers and establish a remote LDP session. PE_1 and PE_2 maintain both local and remote adjacencies. In this case, a local-and-remote LDP session exists between PE_1 and PE_2. L2VPN messages are transmitted over this LDP session.
49. When the physical link between PE_1 and PE_2 goes Down, the local LDP adjacency goes Down. The route between PE_1 and PE_2 is reachable through P, so the remote LDP adjacency is still Up. The session type changes to a remote session. Since the session is still Up, L2VPN is uninformed of the session type change and does not delete the session. This avoids the neighbor disconnection and recovery process and therefore reduces the service interruption time.
50. When the physical link between PE_1 and PE_2 recovers, the local LDP adjacency goes Up. The session is restored to a local-and-remote and remains Up. Again L2VPN is not informed of the session type change and does not delete the session. This reduces the service interruption time.
5.2.6  LDP Session Protection
LDP session protection is an enhancement to the basic peer discovery mechanism. If the basic peer discovery mechanism fails, LDP session protection uses an extended peer discovery mechanism to maintain a session between LDP peers. After the basic peer discovery mechanism recovers, LDP can use it to rapidly converge routes and reestablish an LSP.
Background
If a direct link for a local LDP session fails, the LDP adjacency is torn down, and the session and labels are deleted. After the direct link recovers, the local LDP session is reestablished and labels are re-distributed so that an LSP can be reestablished over the session. Before the LSP is reestablished, however, LDP LSP traffic is dropped.
To speed up LDP LSP convergence and minimize packet loss, the device implements LDP session protection. LDP session protection helps maintain an LDP session, eliminating the need to reestablish an LDP session or re-distribute labels.
Principles
As shown in Figure 5-14, LDP session protection is configured on the nodes at both ends of a local LDP session. The remote LDP session established using Targeted Hello messages backs up the local LDP session established using Link Hello messages, implementing LDP session protection. 
Figure 5-14 LDP session protection
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As shown in Figure 5-14, if the direct link between LSRA and LSRB fails, the adjacency established using Link Hello messages is torn down. Because the indirectly connected link is working properly, the remote adjacency established using Targeted Hello messages remains. Therefore, the LDP session is maintained by the remote adjacency, and the mapping between FECs and labels for the session also remains. After the direct link recovers, the local LDP session can rapidly restore LSP information. There is no need to reestablish the LDP session or re-distribute labels, which minimizes the time required for LDP session convergence.
Session Holdtime
In addition to LDP session protection, a session holdtime can be configured. After a local adjacency established using Link Hello messages is torn down, a remote adjacency established using Targeted Hello messages continues to maintain an LDP session within the configured session holdtime. If the local adjacency does not recover after the session holdtime elapses, the remote adjacency is torn down, and the LDP session maintained using the remote adjacency is also torn down. If the session holdtime is not specified, the remote adjacency permanently maintains the LDP session.
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6  MPLS QoS Configuration
About This Chapter
On an MPLS network, MPLS QoS controls enterprise network traffic, and implements congestion avoidance and congestion management to reduce packet loss. In addition, MPLS QoS provides dedicated bandwidth for enterprise users or differentiated services (such as voice, video, and data services).
6.1  Overview
6.2  Principles
6.3  Configuration Notes
6.4  Default Configuration
6.5  Configuring MPLS QoS
6.6  Configuration Examples
6.7  References
6.1  Overview
Definition
Multiprotocol Label Switching quality of service (MPLS QoS) is implemented using the Differentiated Services (DiffServ) model on an MPLS network. MPLS QoS provides differentiated services to meet diversified requirements.
Purpose
MPLS uses label-based forwarding to replace route-based forwarding and provides powerful and flexible functions to meet requirements of new applications. In addition, MPLS supports multiple network protocols including IPv4 and IPv6. MPLS has been widely used for building large-scale networks. On an MPLS network, IP QoS cannot be used to guarantee quality of services, so MPLS QoS is used.
Similar to the way IP QoS differentiates services based on priorities of IP packets, MPLS QoS differentiates data flows based on the EXP field and provides differentiated services for data flows. The use of MPLS QoS helps minimize delays and ensure low packet loss ratios for voice and video data streams. 
6.2  Principles
6.2.1  MPLS DiffServ
Implementation
In the DiffServ model, network edge nodes map a service to a service class based on QoS requirements of the service. A service class is identified by the differentiated service (DS) field (Type of Service (ToS) field) in IP packets or the PRI field (802.1p priority) in VLAN packets. Nodes on a backbone network apply preset policies to the service based on the DS or PRI field to ensure service quality. For details, see Priority Mapping Configuration (CE Switches Excluding CE12800E) in CloudEngine 12800 Series Switches  Configuration Guide - QoS. The service classification and label distribution mechanisms of DiffServ are similar to MPLS label distribution. MPLS DiffServ combines DS or PRI distribution with MPLS label distribution.
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Currently, the switches do not support the DiffServ function of the MPLS TE feature.
Figure 6-1 Fields in an MPLS packet
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MPLS DiffServ maps the EXP field (as shown in Figure 6-1) to a per-hop behavior (PHB). LSRs forward MPLS packets based on EXP fields in the MPLS packets. MPLS DiffServ provides the following solutions for label switched path (LSP) setup:
· E-LSP: an LSP whose PHB is determined by the EXP field. E-LSP applies to a network with less than eight PHBs. A differentiated services code point (DSCP) or 802.1p priority is mapped to a specified EXP value that identifies a PHB. Table 6-1 describes the mapping between PHBs and EXP values. Packets are forwarded based on labels, and the EXP field determines the packet scheduling algorithm and drop priority at each hop. An LSP transmits a maximum of eight PHB flows that are identified by the EXP field in the MPLS packet header. The EXP value can be configured by the Internet service provider (ISP) or mapped from the DSCP or 802.1p priority in a packet. In E-LSP, PHB information does not need to be transmitted by signaling protocols. Additionally, the label efficiency is high, and the label status is easy to maintain.
Table 6-1 Mapping between DiffServ PHBs and EXP values
	PHB
	EXP Value

	BE
	0

	AF1
	1

	AF2
	2

	AF3
	3

	AF4
	4

	EF
	5

	CS6
	6

	CS7
	7


· L-LSP: an LSP whose PHB is determined by both the label and EXP value. L-LSP applies to a network with any number of PHBs. During packet forwarding, the label of a packet determines the forwarding path and scheduling algorithm, whereas the EXP field determines the drop priority of the packet. Labels differentiate service flows, so service flows of a specified type are transmitted over the same LSP. This solution requires more labels and occupies a large number of system resources. 
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The device supports only E-LSP.
DiffServ Domain
As shown in Figure 6-2, DiffServ domains include MPLS DiffServ and IP DiffServ domains.
In the E-LSP solution, MPLS DiffServ manages and schedules the two DiffServ domains and implements bidirectional mapping between DSCP or 802.1p priorities and EXP priorities at the MPLS network edge.
Figure 6-2 DiffServ domain
[image: image93.png]= MPLS

) oirsers bomain

P
DiffServ Domain

DiffServ Domain




As shown in Figure 6-3, the MPLS DiffServ domain forwards MPLS packets based on EXP values and provides differentiated services.
When MPLS packets enter the P device, the P device classifies packets and maps EXP values in packets to class of service (CoS) values and drop priorities. After traffic classification, QoS implementations including traffic shaping, traffic policing, and congestion avoidance are the same as those on an IP network. When MPLS packets leave the P device, the packets carry EXP values.
Figure 6-3 E-LSP
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6.2.2  MPLS DiffServ Tunnel Modes
An MPLS VPN DiffServ domain supports three tunnel modes:
[image: image95.png]



· The MPLS public network and MPLS L3VPN network support the uniform and short pipe modes.
· The MPLS L2VPN network supports the uniform and pipe modes.
· Uniform: Packet priorities are uniformly defined on the IP network and the MPLS network, so the priorities are globally valid. On the ingress node, each packet is assigned a label and its DSCP or 802.1p priority is mapped to an EXP value. A change in the EXP value on the MPLS network determines the PHB used when the packet leaves the MPLS network. The egress node maps the EXP value to the DSCP or 802.1p priority. Figure 6-4 shows priority mapping in a uniform tunnel using an L3VPN network as an example. PE_1 maps the DSCP priority to the outer and inner MPLS EXP values (5). P_2 pops out the outer MPLS label and changes the inner MPLS EXP value to the outer MPLS EXP value. PE_2 changes the DSCP priority to 46.
Figure 6-4 Uniform mode
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· Pipe: The EXP value can be manually configured, and the ingress node adds this EXP value to MPLS packets. Any change in the EXP value is valid only on the MPLS network. The egress node selects the PHB for MPLS packets according to the EXP value. When the packets leave the MPLS network, their DSCP or 802.1p priority is still valid. Figure 6-5 shows priority mapping in a pipe tunnel using an L2VPN network as an example. PE_1 changes the outer and inner MPLS EXP values to 1. PE_2 retains the DSCP priority of packets and selects a PHB based on the inner MPLS EXP value.
Figure 6-5 Pipe mode
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· Short pipe: The EXP value can be manually configured, and the ingress node adds this EXP value to MPLS packets. Any change in the EXP value is valid only on the MPLS network. The egress node selects the PHB for MPLS packets according to the DSCP or 802.1p priority. When the packets leave the MPLS network, their DSCP or 802.1p priority is still valid. Figure 6-6 shows priority mapping in a short-pipe tunnel using an L3VPN network as an example. PE_1 changes the outer and inner MPLS EXP values to 1. PE_2 retains the DSCP priority of packets and selects a PHB on the DSCP priority.
Figure 6-6 Short pipe mode
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6.3  Configuration Notes
Involved Network Elements
Other network elements are not required.
License Support
You can use the MPLS QoS feature only after the MPLS function is enabled. The MPLS function is controlled by a license. By default, this function is disabled on new purchased CE12800 series switches. To use the MPLS function, apply for and purchase the license from the equipment supplier.
Version Support
Table 6-2 Products and minimum version supporting MPLS QoS
	Series
	Product Model
	Minimum Version Required

	CE12800
	CE12804/CE12808/CE12812
	V100R001C00

	
	CE12816
	V100R003C00

	
	CE12804S/CE12808S
	V100R005C00


Feature Dependencies and Limitations
When configuring MPLS QoS on the switch, pay attention to the following points:
· When configuring MPLS QoS or MPLS L3VPN QoS, you can configure the MPLS DiffServ mode only on the ingress and egress nodes. The MPLS DiffServ mode does not take effect on the transit node.
· When configuring MPLS L2VPN QoS, you can only set the MPLS DiffServ mode to Uniform, so that the device maps 802.1p priorities of packets to EXP priorities. 
· On a transit device, all the following cards cannot perform internal priority mapping based on the EXP priority of MPLS packets. By default, these cards map the internal priority based on the 802.1p priority. In this case, you can configure MQC to map the EXP priority of MPLS packets (if-match mpls-exp) to the internal priority (remark local-precedence). The involved cards are as follows: CE-L48GT-EA, CE-L48GT-EC, CE-L48GS-EA, CE-L48GS-EC, CE-L24XS-BA, CE-L24XS-EA, CE-L48XS-BA, CE-L48XS-EA and CE-L24LQ-EA.
In addition, MPLS QoS is developed based on MPLS LDP. For other configuration notes about MPLS LDP, see MPLS LDP Configuration Notes.
6.4  Default Configuration
By default, the mappings in the DiffServ domain are as follows:
· Table 6-3 lists the mappings from DSCP priorities to EXP priorities in MPLS packets.
· Table 6-4 lists the mappings between EXP priorities in MPLS packets, DSCP priorities, and PHBs and colors.
Table 6-3 Mapping from DSCP priorities to EXP priorities in the outbound direction in the DiffServ domain
	DSCP Priority
	EXP Priority
	DSCP Priority
	EXP Priority

	0
	0
	32
	4

	1
	0
	33
	4

	2
	0
	34
	4

	3
	0
	35
	4

	4
	0
	36
	4

	5
	0
	37
	4

	6
	0
	38
	4

	7
	0
	39
	4

	8
	1
	40
	5

	9
	1
	41
	5

	10
	1
	42
	5

	11
	1
	43
	5

	12
	1
	44
	5

	13
	1
	45
	5

	14
	1
	46
	5

	15
	1
	47
	5

	16
	2
	48
	6

	17
	2
	49
	6

	18
	2
	50
	6

	19
	2
	51
	6

	20
	2
	52
	6

	21
	2
	53
	6

	22
	2
	54
	6

	23
	2
	55
	6

	24
	3
	56
	7

	25
	3
	57
	7

	26
	3
	58
	7

	27
	3
	59
	7

	28
	3
	60
	7

	29
	3
	61
	7

	30
	3
	62
	7

	31
	3
	63
	7


Table 6-4 Mapping between EXP priorities in MPLS packets, DSCP priorities, and PHBs and colors in the inbound direction in the DiffServ domain
	EXP Priority
	CoS Value
	Color
	DSCP

	0
	BE
	Green
	0

	1
	AF1
	Green
	10

	2
	AF2
	Green
	18

	3
	AF3
	Green
	26

	4
	AF4
	Green
	34

	5
	EF
	Green
	46

	6
	CS6
	Green
	48

	7
	CS7
	Green
	56


7  MPLS TE Configuration
7.1  Overview
Definition
Multiprotocol Label Switching Traffic Engineering (MPLS TE) establishes constraint-based routed label switched paths (CR-LSPs) and directs traffic to them. In this way, network traffic is transmitted over specified paths.
Purpose
On a traditional IP network, nodes select the shortest path as the route to a destination regardless of other factors such as bandwidth. This routing mechanism may cause congestion on the shortest path and waste resources on other available paths, as shown in Figure 7-1.
Figure 7-1 Traditional routing mechanism
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On the network shown in Figure 7-1, each link has a bandwidth of 100 Mbit/s and the same metric. Switch_1 sends traffic to Switch_4 at 40 Mbit/s, and Switch_7 sends traffic to Switch_4 at 80 Mbit/s. If the network runs an interior gateway protocol (IGP) that uses the shortest path mechanism, both the two shortest paths (Path 1 and Path 2) pass through the link Switch_2->Switch_3->Switch_4. As a result, the link Switch_2->Switch_3->Switch_4 is overloaded, whereas the link Switch_2->Switch_5->Switch_6->Switch_4 is idle.
Traffic engineering can prevent congestion caused by uneven resource allocation by allocating some traffic to idle links.
The following TE mechanisms have been available before MPLS TE came into use:
· IP TE: This mechanism adjusts path metrics to control traffic transmission paths. It prevents congestion on some links but may cause congestion on other links. In addition, path metrics are difficult to adjust on a complex network because any change on a link affects multiple routes.
· Asynchronous Transfer Mode (ATM) TE: All IGPs select routes only based on connections and cannot distribute traffic based on bandwidth and the traffic attributes of links. The IP over ATM overlay model can overcome this defect by setting up virtual links to transmit some traffic, which helps ensure proper traffic distribution and good QoS control. However, ATM TE causes high extra costs and low scalability on the network.
What is needed is a scalable and simple solution to deploy TE on a large backbone network. MPLS TE is an ideal solution. As an overlay model, MPLS can set up a virtual topology over a physical topology and map traffic to the virtual topology. 
On the network shown in Figure 7-1, MPLS TE can establish an 80 Mbit/s LSP over Path 1 and a 40 Mbit/s LSP over Path 2. Traffic is then distributed to the two LSPs, preventing congestion on a single path.
Figure 7-2 MPLS TE
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Benefits
MPLS TE fully uses network resources and provides bandwidth and QoS guarantee without the need to upgrade hardware. This significantly reduces network deployment costs. MPLS TE is easy to deploy and maintain because it is implemented based on MPLS. In addition, MPLS TE provides various reliability mechanisms to ensure network and device reliability.
7.2  Principles
7.2.1  Concepts
Before starting MPLS TE configuration, you need to understand the following concepts:
· LSP
· MPLS TE Tunnel
· Link Attributes
· Tunnel Attributes
LSP
On a label switched path (LSP), traffic forwarding is determined by the labels added to packets by the ingress node of the LSP. An LSP can be considered as a tunnel because traffic is transparently transmitted on intermediate nodes along the LSP.
MPLS TE Tunnel
MPLS TE usually associates multiple LSPs with a virtual tunnel interface to form an MPLS TE tunnel. An MPLS TE tunnel involves the following terms:
· Tunnel interface: a point-to-point virtual interface used to encapsulate packets. Similar to a loopback interface, a tunnel interface is a logical interface.
· Tunnel ID: a decimal number that uniquely identifies an MPLS TE tunnel to facilitate tunnel planning and management.
· LSP ID: a decimal number that uniquely identifies an LSP to facilitate LSP planning and management.
Figure 7-3 illustrates the preceding terms. Two LSPs are available on the network. The path LSRA->LSRB->LSRC->LSRD->LSRE is the primary LSP with an LSP ID of 2. The path LSRA->LSRF->LSRG->LSRH->LSRE is the backup LSP with an LSP ID of 1024. The two LSPs form an MPLS TE tunnel with a tunnel ID of 100, and the tunnel interface is Tunnel1.
Figure 7-3 MPLS TE tunnel and LSP
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Link Attributes
MPLS TE link attributes identify the bandwidth usage, route cost, and link reliability on a physical link. The link attributes include:
· Total link bandwidth
Bandwidth of a physical link.
· Maximum reservable bandwidth
Maximum bandwidth that a link can reserve for an MPLS TE tunnel. The maximum reservable bandwidth must be lower than or equal to the total link bandwidth.
· TE metric
Cost of a TE link. TE metrics are used to control MPLS TE path calculation, making path calculation more independent of IGP routing. By default, IGP metrics are used as TE metrics.
Tunnel Attributes
An MPLS TE tunnel is composed of several constraint-based routed label switched paths (CR-LSPs). The constraints for LSP setup are tunnel attributes.
Different from a common LSP (LDP LSP for example), a CR-LSP is set up based on constraints in addition to routing information, including bandwidth constraints and path constraints.
· Bandwidth constraints
Bandwidth constraint is mainly the tunnel bandwidth.
· Path constraints
Path constraints include explicit path, priority and preemption, and hop limit.
Constraint-based routing (CR) is a mechanism to create and manage these constraints, which are described in the following:
· Tunnel bandwidth
The bandwidth of a tunnel must be planned according to requirements of the services to be transmitted over the tunnel. The planned bandwidth is reserved on the links along the tunnel to provide bandwidth guarantee.
· Explicit path
An explicit path is a CR-LSP manually set up by specifying the nodes to pass or avoid. Explicit paths are classified into the following types:
· Strict explicit path
On a strict explicit path, all the nodes are manually specified and two consecutive hops must be directly connected. A strict explicit path precisely controls the path of an LSP.
Figure 7-4 Strict explicit path
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As shown in Figure 7-4, LSRA is the ingress node, and LSRF is the egress node. An LSP from LSRA to LSRF is set up over a strict explicit path. LSRB Strict indicates that this LSP must pass through LSRB, which is directly connected to LSRA. LSRC Strict indicates that this LSP must pass through LSRC, which is directly connected to LSRB. The rest may be deduced by analogy. In this way, the path that the LSP passes through is precisely controlled.
· Loose explicit path
A loose explicit path passes through the specified nodes but allows intermediate nodes between the specified nodes.
Figure 7-5 Loose explicit path
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As shown in Figure 7-5, an LSP is set up over a loose explicit path from LSRA to LSRF. LSRD Loose indicates that this LSP must pass through LSRD, but LSRD may not be directly connected to LSRA.
· Priority and preemption
Priority and preemption determine resources allocated to MPLS TE tunnels based on the importance of services to be transmitted on the tunnels.
Setup priorities and holding priorities of tunnels determine whether a new tunnel can preempt the resources of existing tunnels. If the setup priority of a new CR-LSP is higher than the holding priority of an existing CR-LSP, the new CR-LSP can occupy resources of the existing CR-LSP. The priority value ranges from 0 to 7, among which the value 0 indicates the highest priority, and the value 7 indicates the lowest priority. The setup priority of a tunnel must be lower than or equal to the holding priority of the tunnel.
If no path can provide the required bandwidth for a new CR-LSP, an existing CR-LSP is torn down and its bandwidth is assigned to the new CR-LSP. This is the preemption process. The following preemption modes are supported:
· Hard preemption: A high-priority CR-LSP can directly preempt resources assigned to a low-priority CR-LSP. As a result, some traffic is dropped on the low-priority CR-LSP.
· Soft preemption: The 7.2.9.2 

REF _EN-US_HDITACONCEPT_0102235979-chtext \h
Make-Before-Break mechanism applies to resource preemption. A high-priority CR-LSP preempts bandwidth assigned to a lower-priority CR-LSP only after traffic over the low-priority CR-LSP switches to a new CR-LSP.
The priority and preemption attributes determine resource preemption among tunnels. If multiple CR-LSPs need to be set up, CR-LSPs with higher setup priorities can be set up by preempting resources. If resources (such as bandwidth) are insufficient, a CR-LSP with a higher setup priority can preempt resources of an established CR-LSP with a lower holding priority.
As shown in Figure 7-6, links on the network have different bandwidth values but the same metric value. There are two TE tunnels on the network:
· Tunnel 1: established over Path 1. Its bandwidth is 100 Mbit/s, and its setup and holding priority values are 0.
· Tunnel 2: established over Path 2. Its bandwidth is 100 Mbit/s, and its setup and holding priority values are 7.
Figure 7-6 Before a link failure occurs
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When the link between LSRB and LSRE fails, LSRA calculates a new path, Path 3 (LSRA->LSRB->LSRF->LSRE), for Tunnel 1. The bandwidth of the link between LSRB and LSRF is insufficient for tunnels Tunnel 1 and Tunnel 2. As a result, preemption is triggered, as shown in Figure 7-7.
Figure 7-7 After preemption is triggered
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A new path is set up for Tunnel 1 as follows:
a. After MPLS TE path calculation is complete, Path messages are transmitted along the path LSRA->LSRB->LSRF->LSRE, and Resv messages are transmitted along the path LSRE->LSRF->LSRB->LSRA.
b. When a Resv message is sent from LSRF to LSRB, LSRB needs to reserve bandwidth for the new path but finds that bandwidth is insufficient. Then preemption occurs. LSRB processes the low-priority path differently in hard and soft preemption modes:
 In hard preemption mode: Tunnel 1 has a higher priority than Tunnel 2, so LSRB tears down Path 2 of Tunnel 2. In addition, LSRB sends a PathTear message to request LSRF to delete the path information, and sends a ResvTear to request LSRC to delete the reservation state. If traffic is being transmitted on Tunnel 2, some traffic is dropped.
 In soft preemption mode: LSRB sends a ResvTear message to LSRC. A new path, Path 4, is set up while Path 2 is not torn down. After traffic on Path 2 is switched to Path 4, LSRB and LSRC tear down Path 2 on Tunnel 2.
· Hop limit
Hop limit is a condition for path selection during CR-LSP setup. Hop limit controls the number of hops allowed on a CR-LSP.
7.2.2  Implementation
Figure 7-8 illustrates the MPLS TE framework.
Figure 7-8 MPLS TE framework
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MPLS TE is implemented based on four functions:
· IGP-based information advertisement for TE information collection
· Path calculation using the collected information 
· Path setup through signaling packet exchange between upstream and downstream nodes
· Traffic forwarding over an established MPLS TE tunnel
Table 7-1 describes the four functions.
Table 7-1 Functions for MPLS TE implementation
	No.
	Function
	Description

	1
	7.2.3 

REF _EN-US_HDITACONCEPT_0102235934-chtext \h
Information Advertisement
	Collects network load information in addition to routing information. MPLS TE extends an IGP to advertise TE information, including the maximum link bandwidth, maximum reservable bandwidth, and reserved bandwidth.
Every node collects TE information about all links in a local area and generates a traffic engineering database (TEDB).

	2
	7.2.4 

REF _EN-US_HDITACONCEPT_0102235963-chtext \h
Path Calculation
	Uses the Constrained Shortest Path First (CSPF) algorithm and data in the TEDB to calculate a path that satisfies specific constraints. CSPF evolves from the Shortest Path First (SPF) algorithm. It excludes nodes and links that do not satisfy specific constraints and uses the SPF algorithm to calculate a path.

	3
	7.2.5 

REF _EN-US_HDITACONCEPT_0102235952-chtext \h
CS-LSP Setup
	Nodes on a network use the Resource Reservation Protocol (RSVP) TE signaling protocol to set up CR-LSP tunnels. RSVP-TE messages carry constraints for a CR-LSP, such as the bandwidth and explicit path.
There is no need to manually configure each hop along a dynamic CR-LSP. Dynamic CR-LSP setup applies to large-scale networks.
7.2.8 

REF _EN-US_HDITACONCEPT_0102235995-chtext \h
MPLS TE Security can be used to enhance security and reliability of CR-LSPs.

	4
	7.2.6 

REF _EN-US_HDITACONCEPT_0102235954-chtext \h
Traffic Forwarding
	Directs traffic to an MPLS TE tunnel and forwards traffic over the MPLS TE tunnel. The first three functions set up an MPLS TE tunnel, and the traffic forwarding function directs traffic arriving at a node to the MPLS-TE tunnel.


To deploy MPLS TE on a network, you must configure link and tunnel attributes. Then MPLS TE sets up tunnels automatically. After a tunnel is set up, traffic is directed to the tunnel for forwarding.
7.2.3  Information Advertisement
MPLS TE uses a routing protocol to advertise information about resources allocated to network nodes. Each node on an MPLS TE network, especially the ingress node, determines the path of a tunnel according to the advertised information.
What Information Is Advertised
The following information is advertised on an MPLS TE network:
· Link information: includes interface IP addresses, link types, and link metrics, which are collected by an IGP.
· Bandwidth information: includes the maximum link bandwidth, maximum reservable bandwidth, and available bandwidth corresponding to each link priority.
· TE metric: indicates the metric value of a link. By default, IGP metric is used as TE metric.
How Information Is Advertised
TE information is advertised using extensions of link-state routing protocols: OSPF TE and IS-IS TE. The Open Shortest Path First (OSPF) and Intermediate System to Intermediate System (IS-IS) protocols collect TE information on a node and flood the collected information to other nodes on the MPLS TE network.
OSPF TE
OSPF is a link state routing protocol that supports flexible extensions. It defines link-state advertisements (LSAs) of Type-1 to Type-5 and Type-7 to carry inter-area, intra-area, and autonomous system (AS) external routing information. Formats of these LSAs do not meet the requirements of MPLS TE; therefore, two extended LSAs, Opaque LSA and TE LSA, are defined to implement MPLS TE.
· Opaque LSA
Opaque LSAs include Type-9, Type-10, and Type-11 LSAs. Type-9 LSAs can only be flooded to the local network connected to an interface, and Type-10 LSAs can only be flooded to the local area. Type-11 LSAs are similar to Type-5 LSAs and can be flooded to the local AS except stub areas and not-so-stubby areas (NSSAs). 
An Opaque LSA has the same header format as the other types of LSAs, except that the four-byte Link State ID field is divided into an Opaque Type field and an Opaque ID field, as shown in Figure 7-9.
Figure 7-9 Opaque LSA format
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The Opaque Type field is the leftmost byte that identifies the application type of an Opaque LSA. The Opaque ID field is the rightmost three bytes that differentiate LSAs of the same type. Therefore, each type of Opaque LSA has 255 applications, and each application has 16777216 different LSAs within a flooding scope.
For example, OSPF Graceful Restart LSAs are Type-9 LSAs with the Opaque Type of 3, and TE LSAs are Type-10 LSAs with the Opaque Type of 1.
The Opaque Information field contains the content to be advertised by an LSA. The information format is defined by the specific application. The commonly used format is the extensible Type/Length/Value (TLV) structure.
Figure 7-10 TLV structure
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· Type: indicates the type of information carried in the TLV.
· Length: indicates the number of bytes in the Value field.
· Value: indicates information carried in the TLV. This field can be another TLV (sub-TLV).
· TE LSA
TE LSAs are Type-10 LSAs applied to TE. The Opaque Type of TE LSAs is 1. Therefore, TE LSAs have a link state ID of 1.x.x.x and are flooded within an area. Figure 7-11 shows the TE LSA structure.
Figure 7-11 TE LSA structure
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TE LSAs carry information in TLVs. Two types of TLVs are defined for TE LSAs:
· TLV Type 1
It is a Router Address TLV that uniquely identifies an MPLS node. A Router Address TLV plays the same role as a router ID in the Constrained Shortest Path First (CSPF) algorithm.
· TLV Type 2
It is a Link TLV that carries attributes of an MPLS TE capable link. Table 7-2 lists the sub-TLVs that can be carried in a Link TLV.
Table 7-2 Sub-TLVs in a Link TLV
	Sub-TLV
	Description

	Type 1: Link Type (with a 1-byte Value field)
	Carries a link type.
· 1: point-to-point link
· 2: multi-access link
The Value field of this sub-TLV is followed by a 3-byte padding field.

	Type 2: Link ID (with a 4-byte Value field)
	Carries a link identifier in IP address format.
· For a point-to-point link, this sub-TLV indicates the OSPF router ID of a neighbor.
· For a multi-access link, this sub-TLV indicates the interface IP address of the designated router (DR).
 

	Type 3: Local IP Address (with a 4N-byte Value field)
	Carries one or more local interface IP addresses. Each IP address occupies 4 bytes.

	Type 4: Remote IP Address (with a 4N-byte Value field)
	Carries one or more remote interface IP addresses. Each IP address occupies 4 bytes.
· For a point-to-point link, this sub-TLV is filled with a remote IP address.
· For a multi-access link, this sub-TLV is filled with 0.0.0.0 or is not carried in the TLV.
 

	Type 5: Traffic Engineering Metric (with a 4-byte Value field)
	Carries the TE metric configured on a TE link. The data format is ULONG.

	Type 6: Maximum Bandwidth (with a 4-byte Value field)
	Carries the maximum bandwidth of a link. The value is a 4-byte floating point number.

	Type 7: Maximum Reservable Bandwidth (with a 4-byte Value field)
	Carries the maximum reservable bandwidth of a link. The value is a 4-byte floating point number.

	Type 8: Unreserved Bandwidth (with a 32-byte Value field)
	Carries reservable bandwidth values for the eight priorities of a link. The bandwidth for each priority is a 4-byte floating point number.

	Type 9: Administrative Group (with a 4-byte Value field)
	Carries the administrative group attribute of a link.


If an OSPF-capable link that has established an OSPF neighbor relationship is identified as an MPLS TE link, OSPF TE generates a TE LSA carrying information about the MPLS TE link and advertises the TE LSA to the local area. If other nodes in the local area support TE extensions, these nodes establish a topology of TE links. Each node that advertises TE LSAs must have a unique router address.
Type-10 Opaque LSAs are advertised within an OSPF, so CSPF calculation is performed on an area basis. To calculate an LSP spanning multiple areas, CSPF calculation must be performed in each area.
IS-IS TE
IS-IS is a link state routing protocol and supports TE extensions to advertise TE information.
IS-IS TE defines two new TLV types:
· Type 135: Wide Metric
IS-IS has two metrics:
· Narrow metric: 6 bits
· Wide metric: 32 bits. Wide Metric TLVs are only used to transmit TE information and cannot be used for route calculation.
A Narrow Metric TLV supports only 64 vector values and cannot meet traffic engineering requirements on large-scale networks. Wide Metric TLVs are more suitable for TE information advertisement.
To allow for the transition from Narrow Metric to Wide Metric, IS-IS TE defines the following vector values:
· Compatible: allows a device to send and receive packets with narrow and wide metrics.
· Wide Compatible: allows a device to receive packets with narrow and wide metrics but to send only packets with wide metrics.
· Type 22: IS Reachability TLV
Figure 7-12 shows the format of an IS Reachability TLV.
Figure 7-12 IS Reachability TLV format
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An IS Reachability TLV consists of the following:
· System ID and pseudo node ID
· Default link metric
· Length of sub-TLVs
· Variable-length sub-TLVs
Table 7-3 describes sub-TLVs in an IS Reachability TLV.
Table 7-3 Sub-TLVs in an IS Reachability TLV
	Sub-TLV
	Description

	Type 3: Administrative group (with a 4-byte Value field)
	Indicates the administrative attribute of a link. The 32 bits in the attribute represent 32 administrative groups.

	Type 6: IPv4 interface address (with a 4N-byte Value field)
	Carries one or more local interface IP addresses. Each IP address occupies 4 bytes.

	Type 8: IPv4 neighbor address (with a 4N-byte Value field)
	Indicates one or more remote interface IP addresses. Each IP address occupies 4 bytes.
· For a point-to-point link, this sub-TLV is filled with a remote IP address.
· For a multi-access link, this sub-TLV is filled with 0.0.0.0.
 

	Type 9: Maximum link bandwidth (with a 4-byte Value field)
	Carries the maximum bandwidth of a link.

	Type 10: Reservable link bandwidth (with a 4-byte Value field)
	Carries the maximum reservable bandwidth of a link.

	Type 11: Unreserved bandwidth (with a 32-byte Value field)
	Carries reservable bandwidth for eight priorities of a link.

	Type 18: TE Default metric (with a 3-byte Value field)
	Carries the TE metric configured on a TE link. 


When Information Is Advertised
To maintain a uniform traffic engineering database (TEDB) in an area, OSPF TE and IS-IS TE must flood the area with link information. Besides configuration of a new MPLS TE tunnel, the following conditions can trigger TE information flooding:
· The IGP TE flooding interval expires. (The flooding interval is configurable.)
· A link is activated or fails.
· An LSP cannot be set up because of insufficient bandwidth. In this case, the local node immediately floods the current available link bandwidth in the area.
· Link attributes change.
· The link bandwidth changes.
When the available bandwidth of an MPLS interface changes, the local node updates TEDB and floods the updated link information. If a node needs to reserve bandwidth for a large number of tunnels to be set up, the system frequently updates the TEDB and triggers flooding. For example, if 100 tunnels with 1 Mbit/s bandwidth need to be set up on a 100 Mbit/s link, the system needs to flood link information 100 times.
MPLS TE uses a bandwidth flooding mechanism to reduce the frequency of TEDB updating and flooding. When either of the following conditions is met, an IGP floods link information and updates the TEDB:
· The ratio between bandwidth reserved for an MPLS TE tunnel on a link and available link bandwidth in the TEDB is larger than or equal to the configured threshold.
· The ratio between bandwidth released from an MPLS TE tunnel and available link bandwidth in the TEDB is larger than or equal to the configured threshold.
Assume that available bandwidth of a link is 100 Mbit/s. If 100 MPLS TE tunnels with 1 Mbit/s bandwidth need to be set up on the link and the flooding threshold is 10%, the ratios between reserved bandwidth and available bandwidth and the flooding process are shown in Figure 7-13.
The system does not flood bandwidth information when creating tunnels 1 to 9. When tunnel 10 is created, the system floods the 10 Mbit/s bandwidth occupied by the 10 tunnels. The available bandwidth is now 90 Mbit/s. Similarly, the system does not flood bandwidth information when creating tunnels 11 to 18, and it does not flood bandwidth information until tunnel 19 is created. The other flooding processes can be deducted by analogy.
Figure 7-13 Ratios between reserved bandwidth and available bandwidth
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Information Advertisement Result
After an OSPF TE or IS-IS TE flooding process is complete, all nodes in the local area generate the same TEDB.
Nodes on an MPLS TE network need to advertise resource information. Each device collects link information in the local area, such as constraints and bandwidth usage, and generates a database of link attributes and topology attributes. This database is the TEDB.
A device calculates the optimal path to another node in the local area according to information in the TEDB. MPLS TE then uses this path to set up a CR-LSP.
The TEDB is independent of the link state database (LSDB) of an IGP. Both the two databases are generated through IGP-based flooding, but they record different information and provide different functions. The TEDB stores TE information in addition to all information available in the LSDB. The LSDB is used to calculate the shortest path, whereas the TEDB is used to calculate the best LSP for an MPLS TE tunnel.
7.2.4  Path Calculation
MPLS TE uses the Constrained Shortest Path First (CSPF) algorithm to calculate the optimal path to a node. CSPF was developed based on shortest path first (SPF).
Elements for CSPF Calculation
CSPF calculation depends on the following factors:
· Constraints for LSP setup, including the LSP bandwidth, explicit path, and setup/holding priority, all of which are configured on the ingress node
· Traffic engineering database (TEDB)
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A TEDB can be generated only when OSPF TE or IS-IS TE is configured. On an IGP TE-incapable network, CR-LSPs are established based on IGP routes, but not calculated using CSPF. 
CSPF Calculation Process
To find the shortest path to the destination, CSPF excludes the links whose attributes do not meet LSP setup constraints in the TEDB and then calculates the metrics of other paths using the SPF algorithm.
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If both OSPF TE and IS-IS TE are deployed, CSPF uses the OSPF TEDB to calculate a CR-LSP. If a CR-LSP is calculated using the OSPF TEDB, CSPF does not use the IS-IS TEDB. If no CR-LSP is calculated using the OSPF TEDB, CSPF uses the IS-IS TEDB to calculate a CR-LSP.
Whether OSPF TEDB or IS-IS TEDB is used first in the CSPF calculation is determined by the administrator.
If there are multiple shortest paths with the same metric, CSPF uses a tie-breaking policy to select one of them. The following tie-breaking policies are available:
· Most-fill: selects the link with the highest proportion of used bandwidth to the maximum reservable bandwidth. This policy uses the full bandwidth of a link.
· Least-fill: selects the link with the lowest proportion of used bandwidth to the maximum reservable bandwidth. This policy uses consistent bandwidth resources on links.
· Random: selects a random path among equal-metric paths. This policy sets LSPs consistently over links, regardless of bandwidth distribution.
When several links have the same proportion of used bandwidth to the maximum reservable bandwidth, CSPF selects the link discovered first, irrespective of most-fill or least-fill.
Figure 7-14 shows an example of CSPF calculation. Figure 7-14 shows the color and bandwidth of some links. Except the links marked with specific bandwidth, the other links have a bandwidth of 100 Mbit/s. An MPLS TE tunnel to LSRE needs to be set up on the network and must pass through LSRH, with a bandwidth of 80 Mbit/s. Figure 7-14 shows the link topology after some links are excluded based on CSPF calculation.
Figure 7-14 Excluding links
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 After excluding unqualified links, CSPF uses the SPF algorithm to calculate the path. Figure 7-15 shows the calculation result.
Figure 7-15 CSPF calculation result
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Differences Between CSPF and SPF
CSPF is specific to MPLS TE path calculation and differs from SPF in the following aspects:
· CSPF only calculates the shortest path from an ingress node to an egress node, while SPF calculates the shortest path from a node to all the other nodes on a network.
· CSPF uses path constraints such as link bandwidth, link attributes, and affinity attributes as metrics, while SPF simply uses link costs as metrics. 
· CSPF does not support load balancing and uses tie-breaking policies to determine a path if multiple paths have the same metric.
7.2.5  CS-LSP Setup
7.2.5.2  CR-LSP Setup Overview
The device can use RSVP-TE to dynamically set up CR-LSPs.
Introduction to RSVP-TE
The Resource Reservation Protocol (RSVP) is designed for the integrated services model, and reserves resources for nodes along a path. This bandwidth reservation capability makes RSVP-TE a suitable signaling protocol for establishing MPLS TE paths.
RSVP-TE provides the following extensions based on RSVP to support MPLS TE implementation:
· RSVP-TE adds Label Request objects to Path messages to request labels and adds Label objects to Resv messages to allocate labels.
· An extended RSVP message can carry path constraints in addition to label binding information.
· The extended objects carry MPLS TE bandwidth constraints to implement resource reservation.
RSVP Message Types
RSVP defines the following types of messages:
· Path message: is sent downstream by the sender and saves path information on the nodes it passes through.
· Resv message: is sent upstream by the receiver to respond to the Path message and to request resource reservation.
· PathErr message: is sent by an RSVP node to its upstream node if an error occurs while this node is processing a Path message. 
· ResvErr message: is sent by an RSVP node to its downstream node if an error occurs while this node is processing a Resv message. 
· PathTear message: is sent to delete path information and functions in the opposite way to a Path message. 
· ResvTear message: is sent to delete the resource reservation state and functions in the opposite way to a Resv message. 
· ResvConf message: is sent downstream from the sender hop by hop to confirm a resource reservation request. This message is sent only when the Resv message contains the RESV_CONFIRM object.
· Srefresh message: is used to update the RSVP state.
RSVP-TE Implementation
Table 7-4 describes RSVP-TE implementation. 
Table 7-4 RSVP-TE implementation
	Function
	Description

	7.2.5.2 

REF _EN-US_HDITACONCEPT_0102235966-chtext \h
Setup of Dynamic CR-LSPs
	A CR-LSP is set up according to the CSPF calculation result or an explicit path. CR-LSP setup is triggered on the ingress node.

	7.2.5.3 

REF _EN-US_HDITACONCEPT_0102235969-chtext \h
Maintenance of Dynamic CR-LSPs
	· 7.2.5.3 Maintenance of Dynamic CR-LSPs
After a CR-LSP is set up, RSVP-TE still sends RSVP messages to maintain the path state on each node.
· 7.2.5.3 Maintenance of Dynamic CR-LSPs
RSVP nodes send error messages to notify upstream and downstream nodes that faults have occurred during path establishment or maintenance.
· 7.2.5.3 Maintenance of Dynamic CR-LSPs
A CR-LSP is torn down, and labels and bandwidth on each node are released. The ingress node initiates teardown requests.


7.2.5.3  Setup of Dynamic CR-LSPs
To establish a dynamic CR-LSP from an ingress node to an egress node, the ingress node sends Path messages to the egress node and the egress node sends Resv messages back to the ingress node. Path messages are sent to create Resource Reservation Protocol (RSVP) sessions and associate the path status. Every node that receives a path message creates a path state block (PSB). A Resv message carries resource reservation information. Every node that receives a Resv message creates a reservation state block (RSB) and allocates a label.
Figure 7-16 shows how RSVP-TE sets up a CR-LSP. 
Figure 7-16 CR-SLP setup through RSVP-TE
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51. PE1 uses CSPF to calculate a path from PE1 to PE2, on which the IP address of every hop is specified. PE1 generates an explicit route object (ERO) with the IP address of each hop and adds the ERO in a Path message. PE1 then creates a PSB and sends the Path message to P1 according to information in the ERO. Table 7-5 describes objects carried in the Path message.
Table 7-5 Path message on PE1
	Object
	Value

	SESSION
	Source: PE1-if1; Destination: PE2-if0

	RSVP_HOP
	PE1-if1

	EXPLICIT_ROUTE
	P1-if0; P2-if0; PE2-if0

	LABEL
	LABEL_REQUEST


52. After P1 receives the Path message, it parses the message and creates a PSB according to information in the message. Then P1 updates the message and sends it to P2 according to the ERO. Table 7-6 describes objects in the Path message.
· The RSVP_HOP object specifies the IP address of the outbound interface through which a Path message is sent. Therefore, PE1 sets the RSVP_HOP object to the IP address of the outbound interface toward P1, and P1 sets the RSVP_HOP field to the IP address of the outbound interface toward P2.
· P1 deletes the local LSR ID and IP addresses of the inbound and outbound interfaces from the ERO field in the Path message.
Table 7-6 Path message on P1
	Object
	Value

	SESSION
	Source: PE1-if1; Destination: PE2-if0

	RSVP_HOP
	P1-if1

	EXPLICIT_ROUTE
	P2-if0; PE2-if0

	LABEL
	LABEL_REQUEST


53. After receiving the Path message, P2 creates a PSB according to information in the message, updates the message, and then sends it to PE2 according to the ERO field. Table 7-7 describes objects in the Path message.
Table 7-7 Path message on P2
	Object
	Value

	SESSION
	Source: PE1-if1; Destination: PE2-if0

	RSVP_HOP
	P2-if1

	EXPLICIT_ROUTE
	PE2-if0

	LABEL
	LABEL_REQUEST


54. After PE2 receives the Path message, PE2 knows that it is the egress of the CR-LSP to be set up according to the Destination field in the Session object. PE2 then allocates a label and reserves bandwidth, and generates a Resv message based on the local PSB. The Resv message carries the label allocated by PE2 and is sent to P2.
PE2 uses the address carried in the RSVP_HOP field of the received Path message as the destination IP address of the Resv message. The Resv message does not carry the ERO field because it is forwarded along the reverse path. Table 7-8 describes objects in the Resv message.
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If a Resv message carries the RESV_CONFIRM object, the receiver needs to send a ResvConf message to the sender to confirm the resource reservation request.
Table 7-8 Resv message on PE2
	Object
	Value

	SESSION
	Source: PE2-if0; Destination: PE1-if1

	RSVP_HOP
	PE2-if0

	LABEL
	3

	RECORD_ROUTE
	PE2-if0


55. When P2 receives the Resv message, P2 creates an RSB according to information in the message, allocates a new label, updates the message, and then sends it to P1. Table 7-9 describes objects in the Resv message.
Table 7-9 Resv message on P2
	Object
	Value

	SESSION
	Source: PE2-if0; Destination: PE1-if1

	RSVP_HOP
	P2-if0

	LABEL
	17

	RECORD_ROUTE
	P2-if0; PE2-if0


56. After receiving the Resv message, P1 creates an RSB according to information in the message, updates the message, and then sends it to PE1. Table 7-10 describes objects in the Resv message.
PE1 obtains the label allocated by P1 from the received Resv message. Resources are successfully reserved and a CR-LSP is set up.
Table 7-10 Resv message on P1
	Object
	Value

	SESSION
	Source: PE2-if0; Destination: PE1-if1

	RSVP_HOP
	P1-if0

	LABEL
	18

	RECORD_ROUTE
	P1-if0; P2-if0; PE2-if0


7.2.5.4  Maintenance of Dynamic CR-LSPs
Path Status Maintenance
Soft State
The Resource Reservation Protocol (RSVP) is a soft-state protocol. RSVP-TE periodically updates RSVP messages to maintain the resource reservation states on nodes.
Resource reservation states include the path state and the reservation state. RSVP nodes along an established CR-LSP periodically send Path and Resv messages (collectively called RSVP Refresh messages) to maintain the path and reservation states. RSVP Refresh messages are used to synchronize path state block (PSB) and reservation state block (RSB) between RSVP nodes. If an RSVP node does not receive any Refresh message within a specified period, it deletes the path or reservation state.
RSVP Refresh
RSVP sends its messages as IP datagrams, which cannot ensure a reliable delivery. After a CR-LSP is set up, the soft state mechanism synchronizes the PSB and RSB between RSVP neighbors. Each node periodically sends RSVP Refresh messages to its upstream and downstream nodes.
Refresh messages carry information that has already been advertised. The Time Value field in Refresh messages specifies the refresh interval.
If a node does not receive any Refresh message about a certain state block after the specified refreshing intervals elapses, it deletes the state.
A node can send Path and Resv messages to its neighbors in any sequence.
RSVP Srefresh
In addition to state synchronization, RSVP Refresh messages can also be used to detect reachability between RSVP neighbors and maintain RSVP neighbor relationships. Because Path and Resv messages are large, sending many RSVP Refresh messages to establish a large number of CR-LSPs consumes excess network resources. RSVP Summary Refresh (Srefresh) can address this problem. 
RSVP Srefresh is implemented based on extended objects and the following mechanisms:
· Message_ID extension and retransmission
The Message_ID extension defined in RFC 2961 extends objects carried in RSVP messages. Among the objects, the Message_ID and Message_ID_ACK objects acknowledge received RSVP messages to ensure reliable RSVP message delivery.
The Message_ID object can also provide the RSVP retransmission mechanism. A node resets the retransmission timer (Rf seconds) after sending an RSVP message carrying the Message_ID object. If the node receives no ACK message within Rf seconds, the node retransmits an RSVP message after (1 + Delta) x Rf seconds. The Delta value depends on rate at which the sender increases the retransmission interval. The node keeps retransmitting the message until it receives an ACK message or the retransmission count reaches the threshold (retransmission multiplier).
· Srefresh messages transmission
Srefresh messages can be sent instead of standard Path or Resv messages to update RSVP states. These messages reduce the amount of information that must be transmitted and processed for maintaining RSVP states. When Srefresh messages are sent to update the RSVP states, standard Refresh messages are suppressed.
Each Srefresh message carries a Message_ID object, which contains multiple message IDs to identify the Path and Resv states to update. Srefresh implementation depends on the Message_ID extension. Srefresh messages can only update the states that have been advertised in Path and Resv messages containing Message_ID objects.
When a node receives a Srefresh message, the node compares the Message_ID in the message with that saved in the local PSB or RSB. If the two Message_IDs match, the node updates the local state block, just like it receives a standard Path or Resv message. If they do not match, the node sends a Srefresh NACK message to the sender. Later, the node updates the Message_ID and the state block based on the received Path or Resv message.
A Message_ID object contains a message identifier. When a CR-LSP changes, the message identifier increases. A node compares the message identifier in the received Path message with the message identifier saved in the local state block. If they are the same, the node does not update the state block. If the received message identifier is larger than the local message identifier, the node updates the state block.
Error Signaling
RSVP-TE uses the following messages to advertise CR-LSP errors:
· PathErr message: is sent by an RSVP node to its upstream node if an error occurs while this node is processing a Path message. The message is forwarded upstream by intermediate nodes and finally reaches the ingress node.
· ResvErr message: is sent by an RSVP node to its downstream node if an error occurs while this node is processing a Resv message. The message is forwarded downstream by intermediate nodes and finally reaches the egress node.
Path Teardown
After the ingress node receives a ResvErr message or an instruction to delete a CR-LSP, it immediately sends a PathTear message downstream. After receiving this message, the downstream nodes tear down the CR-LSP and reply with a ResvTear message. 
The functions of PathTear and ResvTear messages are as follows:
· PathTear message: is sent to delete path information and functions in the opposite way to a Path message. 
· ResvTear message: is sent to delete the resource reservation state and functions in the opposite way to a Resv message. 
7.2.5.5  RSVP-TE Messages
Nodes on an MPLS TE network send RSVP-TE messages to exchange information.
RSVP Message Format
Each type of RSVP messages contains a common header, followed by multiple objects with variable lengths and types. Figure 7-17 shows the format of RSVP messages.
Figure 7-17 RSVP message format
[image: image118.png]Format of RSVP messages

o 4 s 10 a1
Vermion | Fisgs | Vessaga e RSVP Ghedksum
Serd T | Resemed RSVP Longh
Objects ( Variable )
Format of Objects
o 10 24 51
Congin Ciass Nurbsr | GType

Object Content (Variable)





Table 7-11 describes each field in an RSVP message.
Table 7-11 Fields an RSVP message
	Field
	Length
	Description

	Version
	4 bits
	Indicates the RSVP version number. Currently, the value is 1. 

	Flags
	4 bits
	Indicates the message flag. Generally, the value is 0. RFC 2961 extends this field to identify whether Summary Refresh (Srefresh) is supported. If Srefresh is supported, the value of the Flags field is 0x01.

	Message Type
	8 bits
	Indicates RSVP messages type. For example, the value 1 indicates a Path message, and the value 2 indicates a Resv message.

	RSVP Checksum
	16 bits
	Indicates the RSVP checksum. The value 0 indicates that the checksum of messages is not checked during transmission.

	Send_TTL
	8 bits
	Indicates the TTL of an RSVP message. When a node receives an RSVP message, it compares the Send_TTL and the TTL in the IP header to calculate the number of hops that the message has passed in a non-RSVP area.

	Reserved
	8 bits
	Indicates that the field is reserved.

	RSVP Length
	16 bits
	Indicates the total length of an RSVP message, in bytes.

	Objects
	Variable
	Indicates the objects in an RSVP message. Each RSVP message contains multiple objects. The carried objects vary in different types of messages.

	Length
	16 bits
	Indicates the total length of an object, in bytes. The value must be a multiple of 4, and the smallest value is 4.

	Class_Number
	8 bits
	Identifies an object class. Each object class has a name, such as SESSION, SENDER_TEMPLATE, or TIME_VALUE. 

	C-Type
	8 bits
	Indicates an object type. Class-Number and C-Type together identify an object. 

	Object Content
	Variable
	Indicates the content of an object.


[image: image119.png]



For details of each type of RSVP message, see RFC3209 and RFC 2205.
Path Message
RSVP-TE uses Path messages to create RSVP sessions and to maintain path states. A Path message is sent from the ingress node to the egress node. A path state block (PSB) is created on each node the Path message passes. 
The source IP address of a Path message is the LSR ID of the ingress node and the destination IP address is the LSR ID of the egress node.
Table 7-12 lists some of the objects carried in a Path message.
Table 7-12 Objects in a Path message
	Object
	Class_Number
	C-Type
	Object Content

	SESSION
	1
	1
	Carries RSVP session information, such as the destination address, tunnel ID, and extend tunnel ID.

	RSVP_HOP
	3
	1
	Carries the IP address and index of the outbound interface on the previous hop that sends the Path message.

	TIME_VALUE
	5
	1
	Carries the refresh interval.

	SENDER_TEMPLATE
	11
	1
	Carries the sender IP address and LSP ID.

	SENDER_TSPEC
	12
	2
	Specifies the traffic characteristics of a data flow.

	LABEL_REQUEST
	19
	1
	Indicates that label binding is requested for the path. This object is carried only in Path messages.

	ADSPEC
	13
	2
	Collects QoS parameters of a path, such as estimated path bandwidth, minimal path delay, and path MTU.

	EXPLICIT_ROUTE
	20
	1
	Specifies the path through which an LSP passes. The path can be a strict or loose explicit path. Path messages are then forwarded along the specified Explicit Route Object (ERO). Path message transmission is not restricted by IGP shortest path. 

	RECORD_ROUTE
	21
	1
	Lists the label switching routers (LSRs) that the Path message passes.

	SESSION_ATTRIBUTE
	207
	· 1: LSP_TUNNEL_RA
· 7: LSP Tunnel
 
	Specifies the setup priority, holding priority, reservation style, and other attributes. 


Resv Message
After receiving a Path message, the egress node returns a Resv message. The Resv message carries resource reservation information and is sent hop-by-hop to the ingress node. Each intermediate node creates and maintains a reservation state block (RSB) and allocates a label. When the Resv message reaches the ingress node, an LSP is set up successfully.
Table 7-13 describes objects in a Resv message.
Table 7-13 Objects in a Resv message
	Object
	Class_Number
	C-Type
	Object Content

	INTEGRITY
	4
	1
	Carries the authentication key of the RSVP message.

	SESSION
	1
	1
	Carries RSVP session information, such as the destination address, tunnel ID, and extend tunnel ID.

	RSVP_HOP
	3
	1
	Carries the IP address and the index of the outbound interface that sends the Resv message.

	TIME_VALUE
	5
	1
	Carries the refresh interval. The default value is 30s.

	STYLE
	8
	1
	Carries the resource reservation style, which is specified on the ingress node.

	FLOW_SPEC
	9
	· 1: Reserved (obsolete) flowspec object
· 2: Inv-serv flowspec object
	Specifies QoS characteristics of a data flow.

	FILTER_SPEC
	10
	1
	Carries the sender IP address and LSP ID.

	RECORD_ROUTE
	21
	1
	Collects the inbound interface IP address, LSR-ID, and outbound interface IP address of each node along the path.

	LABEL
	16
	1
	Carries the assigned label.

	RESV_CONFIRM
	15
	1
	Indicates a confirmation of the resource reservation request. This object carries the IP address of the node that requests resource reservation confirmation.


Reservation Styles
A reservation style is the method that an RSVP node uses to reserve resources after receiving a resource reservation request from the upstream node. The following reservation styles are supported:
· Shared Explicit (SE) style: creates a single reservation for a series of selected upstream senders. CR-LSPs on a link share the same resource reservation.
7.2.6  Traffic Forwarding
Directing Traffic to an MPLS TE Tunnel
A CR-LSP of an MPLS TE tunnel can be established through information advertisement, path calculation, and path setup. Unlike an LDP LSP, a CR-LSP cannot automatically direct traffic to the MPLS TE tunnel. The following methods can be used to direct traffic to the CR-LSP:
· Static Route: applies to networks with simple or stable network topologies.
· Tunnel Policy: applies to scenarios where TE VPN services are transmitted over TE tunnels.
· Auto Route: applies to networks with complex or variable network topologies.
Static Route
The simplest method to direct traffic to an MPLS TE tunnel is to configure a static route and specify a TE tunnel interface as the outbound interface.
Tunnel Policy
By default, VPN traffic is forwarded over LSP tunnels but not MPLS TE tunnels. Either of the following tunnel policies can be used to direct VPN traffic to MPLS TE tunnels:
· Select-seq policy: selects a TE tunnel to transmit VPN traffic on the public network by configuring an appropriate tunnel selection sequence.
· Tunnel binding policy: binds a TE tunnel to a destination address to provide QoS guarantee.
Auto Route
The auto route feature allows a TE tunnel to participate in IGP route calculations as a logical link. The tunnel interface is used as the outbound interface of the route. The tunnel is considered a point-to-point (P2P) link with a specified metric. Two auto route types are available:
· IGP shortcut: An LSP tunnel is not advertised to neighboring nodes, so it will not be used by other nodes.
· Forwarding adjacency: An LSP tunnel is advertised to neighboring nodes, so it can be used by these nodes. 
Forwarding adjacency advertises LSP tunnels by carrying neighboring IP address in the Remote IP Address sub-TLV of OSPF Type-10 Opaque LSAs or the Remote IP Address sub-TLV of IS Reachability TLV.
To use the forwarding adjacency feature, nodes on both ends of a tunnel must be located in the same area.
The following example shows the differences between IGP shortcut and forwarding adjacency.
Figure 7-18 IGP shortcut and forwarding adjacency
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In Figure 7-18, Switch_7 sets up an MPLS TE tunnel to Switch_2 over the path Switch_7 -> Switch_6 -> Switch_2. The TE metrics of the links are shown in the figure. On Switch_5 and Switch_7, routes to Switch_2 and Switch_1 differ depending on the auto route configuration:
· If auto route is not configured, Switch_5 uses Switch_4 as the next hop, and Switch_7 uses Switch_6 as the next hop.
· If auto route is used:
· When Tunnel1 is advertised using IGP shortcut, Switch_5 uses Switch_4 as the next hop, and Switch_7 uses Tunnel1 as the next hop. Because Tunnel1 is not advertised to Switch_5, only Switch_7 selects Tunnel1 using the IGP.
· When Tunnel1 is advertised using forwarding adjacency, Switch_5 uses Switch_7 as the next hop, and Switch_7 uses Tunnel1 as the next hop. Because Tunnel1 is advertised to Switch_5 and Switch_7, both the two nodes select Tunnel1 using the IGP.
7.2.7  Tunnel Optimization
7.2.7.6  Tunnel Re-optimization
An MPLS TE tunnel can be automatically reestablished over a new optimal path (if one exists) if topology information is updated.
Background
MPLS TE tunnels are used to optimize traffic distribution on a network. An MPLS TE tunnel is configured using the initial bandwidth required for services and initial network topology. The network topology often changes, so the ingress node may not use the optimal path to forward MPLS packets, causing a waste of network resources. MPLS TE tunnels need to be optimized after being established.
Implementation
A specific event that occurs on the ingress can trigger optimization for a CR-LSP bound to an MPLS TE tunnel. The optimization enables the CR-LSP to be reestablished over the optimal path with the smallest metric.
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Although re-optimization can be successfully configured for a CR-LSP that is established over an explicit path, the configuration does not take effect.
Re-optimization is classified into the following modes:
· Automatic re-optimization
When the interval at which a CR-LSP is optimized elapses, Constraint Shortest Path First (CSPF) attempts to calculate a new path. If the calculated path has a metric smaller than that of the existing CR-LSP, a new CR-LSP is set up over the new path. After the CR-LSP is successfully set up, the ingress instructs the forwarding plane to switch traffic to the new CR-LSP and tear down the original CR-LSP. Re-optimization is then completed. If the CR-LSP fails to be set up, traffic is still forwarded along the existing CR-LSP.
· Manual re-optimization
An administrator can run a reoptimization command to trigger reoptimization.
The 7.2.9.2 
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Make-Before-Break mechanism is used to ensure uninterrupted service transmission during the re-optimization process. Traffic must be switched to a new CR-LSP before the original CR-LSP is torn down.
7.2.7.7  Automatic Bandwidth Adjustment
Automatic bandwidth adjustment enables the ingress of an MPLS TE tunnel to dynamically update tunnel bandwidth after traffic changes and to reestablish the MPLS TE tunnel using changed bandwidth values, all of which optimizes bandwidth resource usage.
Background
MPLS TE tunnels are used to optimize traffic distribution over a network. Traffic that frequently changes wastes MPLS TE tunnel bandwidth; therefore, automatic bandwidth adjustment is used to prevent this waste. A bandwidth is initially set to meet the requirement for the maximum volume of services to be transmitted over an MPLS TE tunnel, to ensure uninterrupted transmission.
Related Concepts
Automatic bandwidth adjustment allows the ingress to dynamically detect bandwidth changes and periodically attempt to reestablish a tunnel with the needed bandwidth.
Table 7-14 lists concepts and their descriptions. 
Table 7-14 Variables used in automatic bandwidth adjustment
	Variable
	Notation
	Description

	Adjustment frequency
	A
	Interval at which bandwidth adjustment is performed.

	Sampling frequency
	B
	Interval at which traffic rates on a specific tunnel interface are sampled.

	Current bandwidth
	C
	Configured bandwidth.

	Target bandwidth
	D
	Updated bandwidth after adjustment.

	Threshold
	Threshold
	An average bandwidth is calculated after the sampling interval time elapses. If the ratio of the difference between the average bandwidth and actual bandwidth to the actual bandwidth exceeds a specific threshold, automatic bandwidth adjustment is triggered.


Implementation
Automatic bandwidth adjustment is enabled on a tunnel interface of the ingress. The automatic bandwidth adjustment procedure on the ingress is as follows:
57. Samples traffic.
The ingress starts a bandwidth adjustment timer (A) and samples traffic at a specific interval (B seconds) to obtain the peak bandwidth during each sampling period. The ingress records the peak bandwidths.
58. Calculates an average bandwidth.
After timer A expires, the ingress uses the records to calculate an average bandwidth (D) to be used as a target bandwidth.
59. Calculates a path.
The ingress runs CSPF to calculate a path with bandwidth D and establishes a new CR-LSP over that path.
60. Switches traffic to the new CR-LSP.
The ingress switches traffic to the new CR-LSP before tearing down the original CR-LSP.
The preceding procedure repeats each time automatic bandwidth adjustment is triggered. Bandwidth adjustment is not needed if traffic fluctuates below a specific threshold. The ingress calculates an average bandwidth after the sampling interval time elapses. The ingress performs automatic bandwidth adjustment if the ratio of the difference between the average and existing bandwidths to the existing bandwidth exceeds a specific threshold. The following inequality applies: 
[(D - C)/D] x 100% > Threshold
Other Usage
The following functions are supported based on automatic bandwidth adjustment:
· The ingress only samples traffic on a tunnel interface, and does not perform bandwidth adjustment.
· The upper and lower limits can be set to define a range, within which the bandwidth can fluctuate.
7.2.8  MPLS TE Security
RSVP authentication verifies digest messages carried in RSVP messages to defend against attacks initiated by modified or forged messages. Authentication enhancements can also be used to prevent replay attacks and packet mis-sequencing. RSVP authentication and its enhancements improve MPLS TE network security.
Background
RSVP uses raw IP to transmit packets. Raw IP has no security mechanism and is prone to attacks. RSVP authentication verifies packets using keys to prevent attacks. When the local RSVP router receives a packet with a sequence number smaller than the local maximum sequence number, the neighbor relationship is terminated.
Key authentication cannot prevent replay attacks or neighbor relationship termination resulting from RSVP message mis-sequencing. The RSVP authentication enhancements are used to address these problems. RSVP authentication enhancements add authentication lifetime, handshake, and message window mechanisms to enhance RSVP security. The enhancements also improve RSVP's capability to verify neighbor relationships in a harsh network environment, such as a congested network. 
Concepts
· Raw IP: Similar to User Datagram Protocol (UDP), raw IP is unreliable because it has no control mechanism to determine whether raw IP datagrams reach their destinations.
· Spoofing attack: An unauthorized router establishes a neighbor relationship with a local router or sends pseudo RSVP messages to attack the local router. (For example, requesting the local router to reserve a lot of bandwidth.)
· Replay attack: A remote RSVP router continuously sends packets with sequence numbers smaller than the maximum sequence number on a local RSVP router. Then the local router terminates the RSVP neighbor relationship with the remote RSVP router and the established CR-LSP is torn down.
Implementation
· Key authentication
RSVP authentication protects RSVP nodes from spoofing attacks by verifying keys in packets exchanged between neighboring nodes. The same key must be configured on two neighboring nodes before they perform RSVP authentication. A local node uses the configured key and the Keyed-Hashing for Message Authentication Message Digest 5 (HMAC-MD5) algorithm to calculate a digest for a message, adds this digest as an integrity object into the message, and then sends the message to the remote node. After the remote node receives the message, it uses the same key and algorithm to calculate a digest and checks whether the local digest is the same as the received one. If they match, the remote node accepts the message. If they do not match, the remote node discards the message.
· Authentication lifetime
The authentication lifetime specifies the period during which the RSVP neighbor relationship is retained and provides the following functions:
· Controls the lifetime of an RSVP neighbor relationship when no CR-LSP exists between the RSVP neighbors. The RSVP neighbor relationship is retained until the RSVP authentication lifetime expires. The RSVP-TE authentication lifetime does not affect the status of existing CR-LSPs.
· Prevents continuous RSVP authentication. For example, after RSVP authentication is enabled between RTA and RTB, RTA continuously sends tampered RSVP messages with an incorrect key to RTB. As a result, RTB continuously discards the messages. The authentication relationship between neighbors, however, cannot be terminated. The authentication lifetime can prevent this situation. When neighbors receive valid RSVP messages within the lifetime, the RSVP authentication lifetime is reset. Otherwise, the authentication relationship is deleted after the authentication lifetime expires.
· Handshake mechanism
The handshake mechanism maintains the RSVP authentication status. After neighboring nodes authenticate each other, they exchange handshake packets. If they accept the packets, they record a successful handshake. If a local node receives a packet with a sequence number smaller than the local maximum sequence number, the local node processes the packet as follows:
· Discards the packet if it shows that the handshake mechanism is not enabled on the remote node. 
· Discards the packet if it shows that the handshake mechanism is enabled on the remote node and the local node has a record about a successful handshake. If the local node does not have a record of a successful handshake with the remote node, this packet becomes the first to arrive at the local node and the local node starts a handshake process. 
· Message window
A message window saves the received RSVP messages. If the window size is 1, the system saves only the largest sequence number. If the window size is set to a value greater than 1, the system saves the specified number of largest sequence numbers. For example, the window size is set to 10, and the largest sequence number of received RSVP messages is 80. The sequence numbers from 71 to 80 can be saved if there is no packet mis-sequencing. If packet mis-sequencing occurs, the local node sequences the messages and records the 10 largest sequence numbers. 
When the window size is not 1, the local RSVP node considers the RSVP message received from the neighboring node as a valid message in either of the following situations:
· The sequence number in the received RSVP message is larger than the maximum sequence number in the window.
· The RSVP message carries an original sequence number that is larger than the minimum sequence number in the window but is not saved in the window.
The local RSVP node then adds the sequence number of the received RSVP message to the window and processes the RSVP message. If the sequence number is larger than the maximum sequence number in the window, the local RSVP node deletes the minimum sequence number in the window. If the sequence number is smaller than the minimum sequence number in the window or already exists in the window, the local RSVP node discards the RSVP message.
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By default, the window size is 1. The handshake mechanism works when the window size is 1. If the window size is not 1, the handshake mechanism is affected. When the local RSVP node receives an RSVP message with a sequence number smaller than the local maximum sequence number, either of the following situations occurs:
· If the sequence number of the received RSVP message is larger than the minimum sequence number in the window and is not saved in the window, the local RSVP node correctly processes the RSVP message.
· If the sequence number already exists in the window, the local RSVP node discards the RSVP message.
· If the sequence number is smaller than the minimum sequence number in the window, RSVP determines whether both ends are enabled with the handshake mechanism. If either one is not enabled with the handshake mechanism, the system discards the RSVP message. If both ends are enabled with the handshake mechanism, the local and remote ends start the handshake process again and discard the RSVP message.
For example, the window size is 10, and the window stores sequence numbers 71, 75, and 80. If the local RSVP node receives an RSVP message with sequence number 72, it adds the sequence number to the window and correctly processes the RSVP message. If the local RSVP node receives an RSVP message with sequence number 75, it directly discards the RSVP message. If the local RSVP node receives an RSVP message with sequence number 70, RSVP determines whether both ends are enabled with the handshake mechanism. The local and remote ends start the handshake process again only when they are both enabled with the handshake mechanism.
RSVP Key Management Modes
RSVP keys can be managed in either of the following modes:
· MD5 key
An MD5 key is entered in either cipher text or plain text. The HMAC-MD5 algorithm has the following characteristics:
· Each protocol is configured with a separate key and cannot share a key with another protocol.
· An interface or a node is assigned only one key. To change the key, you must delete the original key and configure a new one.
· Keychain key
Keychain is an enhanced encryption algorithm. It allows you to define a group of passwords to form a password string, and to specify encryption and decryption algorithms and a validity period for each password. When the system sends or receives a packet, the system selects a valid password. Within the validity period of the password, the system uses the encryption algorithm configured for the password to encrypt the packet before sending it out, or the system uses the decryption algorithm configured for the password to decrypt the packet after receiving it. In addition, the system uses a new password after the previous one expires, minimizing the risks of password cracking. 
Keychain has the following characteristics:
· A keychain authentication password and the encryption and decryption algorithms must be configured. The password validity period can also be configured.
· Keychain settings can be shared by protocols and managed uniformly. 
Keychain can be used on an RSVP interface or node and supports only HMAC-MD5.
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MD5 key cannot ensure key. You are advised to use Keychain key.
RSVP Authentication Modes
RSVP defines the following authentication modes:
· Neighbor-oriented authentication
You can configure authentication information, such as authentication keys, based on different neighbor addresses. RSVP then authenticates each neighbor separately.
A neighbor address can be either of the following:
· IP address of an interface on an RSVP neighboring node 
· LSR ID of an RSVP neighboring node
· Interface-oriented authentication
Authentication is configured on interfaces, and RSVP authenticates messages based on inbound interfaces.
Neighbor-oriented authentication takes precedence over interface-oriented authentication. A node discards messages if neighbor-oriented authentication fails, and performs interface-oriented authentication only if neighbor-oriented authentication is not enabled.
Users can select different RSVP authentication modes in different scenarios:
· Generally, neighbor-oriented authentication is recommended, and the LSR ID of the neighbor device is configured as the neighbor address. When there are multiple links exist between two neighboring devices or one local device has multiple neighbors, this mode requires only one key, greatly simplifying user configuration.
· When two neighbors are directly connected and authentication is required in a specific link only, interface-oriented authentication is recommended.
· Neighbor-oriented authentication using the IP address of an interface as the neighbor address applies only when the neighboring devices do not know the LSR ID of each other, for example, in an inter-AS scenario.
7.2.9  MPLS TE Reliability
7.2.9.8  Introduction to MPLS TE Reliability
MPLS TE reliability technologies are necessary for the following reasons:
· If attributes of a working MPLS TE tunnel, such as bandwidth, are modified, a new path is set up for the tunnel using modified attributes, and service traffic is switched to the new path. Reliability technologies are required to prevent or minimize packet loss in the process.
· If a node or link on a working MPLS TE tunnel fails, reliability technologies are required to set up a backup CR-LSP and switch traffic to the backup CR-LSP, while minimizing packet loss in this process.
· When a node on a working MPLS TE tunnel encounters a control plane failure but its forwarding plane is still working properly, reliability technologies are required to ensure nonstop traffic forwarding during fault recovery on the control plane.
MPLS TE provides multiple reliability technologies to ensure high reliability of key services transmitted over MPLS TE tunnels. Table 7-15 describes these reliability technologies.  
Table 7-15 MPLS TE reliability technologies
	Reliability Technology
	Description
	Function

	Tunnel attribute update reliability
	Ensures reliable traffic transmission when a CR-LSP is set up because of attribute updates.
	· 7.2.9.2 

REF _EN-US_HDITACONCEPT_0102235979-chtext \h
Make-Before-Break
 

	Fault detection
	Rapidly detects MPLS TE network faults and triggers protection switching.
	· RSVP Hello
· 7.2.9.7 
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BFD for MPLS TE
 

	Traffic protection
	Provides end-to-end path protection and local protection.
	· 7.2.9.4 
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CR-LSP Backup
 


7.2.9.9  Make-Before-Break
The make-before-break mechanism prevents traffic loss during a traffic switchover between two CR-LSPs. This mechanism improves MPLS TE tunnel reliability.
Background
Any change in link or tunnel attributes causes a CR-LSP to be reestablished using new attributes. Traffic is then switched from the previous CR-LSP to the new CR-LSP. If a traffic switchover is triggered before the new CR-LSP is set up, some traffic is lost. The make-before-break mechanism prevents traffic loss.
Implementation
The make-before-break mechanism sets up a new CR-LSP and switches traffic to it before the original CR-LSP is torn down. This mechanism helps minimize data loss and reduces bandwidth consumption. Make-before-break is implemented using the 7.2.5.4 
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RSVP-TE Messages resource reservation style. 
The new CR-LSP may compete with the original CR-LSP for bandwidth on some shared links. The new CR-LSP cannot be established if it fails the competition. The make-before-break mechanism allows the system to reserve bandwidth used by the original CR-LSP for the new one, without calculating the reserved bandwidth on shared links. Additional bandwidth is required if links on the new path do not overlap the links on the original path.
Figure 7-19 Make-before-break mechanism
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In Figure 7-19, the maximum reservable bandwidth on each link is 60 Mbit/s. A CR-LSP has been set up along Path 1 (Switch_1 -> Switch_2 -> Switch_3 -> Switch_4) with the bandwidth of 40 Mbit/s.
A new CR-LSP needs to be set up along Path 2 (Switch_1 -> Switch_5 -> Switch_3 -> Switch_4) to forward data through the lightly loaded Switch_5. The available bandwidth of the link Switch_3 -> Switch_4 is only 20 Mbit/s, not enough for the new path. The make-before-break mechanism can be used in this situation to allow the new CR-LSP to use the bandwidth of the link between Switch_3 and Switch_4 reserved for the original CR-LSP. After the new CR-LSP is established, traffic switches to the new CR-LSP, and the original CR-LSP is torn down. 
The make-before-break mechanism can also be used to increase tunnel bandwidth. If the reservable bandwidth of a shared link increases to the required value, a new CR-LSP can be established. 
On the network shown in Figure 7-19, the maximum reservable bandwidth on each link is 60 Mbit/s. A CR-LSP has been set up along Path 1 with the bandwidth of 30 Mbit/s.
A new CR-LSP needs to be set up along Path 2 to forward data through the lightly loaded Switch_5, and the path bandwidth needs to increase to 40 Mbit/s. The available bandwidth of the link Switch_3 -> Switch_4 is only 30 Mbit/s. The make-before-break mechanism can be used in this situation. This mechanism allows the new CR-LSP to use the bandwidth of the link between Switch_3 and Switch_4 reserved for the original CR-LSP, and reserves an additional bandwidth of 10 Mbit/s for the new path. After the new CR-LSP is set up, traffic is switched to the new CR-LSP, and the original CR-LSP is torn down.
Switching and Deletion Delays
If a node is busy but its upstream or downstream node is idle, a CR-LSP may be torn down before a new CR-LSP is established, causing a temporary traffic interruption. 
The make-before-break mechanism uses switching and deletion delay timers to prevent temporary traffic interruption. When the two timers are configured, the system switches traffic to a new CR-LSP after the switching delay time, and then deletes the original CR-LSP after the deletion delay time.
7.2.9.10  RSVP Hello
RSVP Hello mechanism is used to rapidly detect reachability between RSVP nodes.
Background
RSVP Refresh messages can synchronize PSB and RSB between nodes, monitor reachability between RSVP neighbors, and maintain RSVP neighbor relationships.
This soft state mechanism detects neighbor relationships using Path and Resv messages. The detection speed is low and a link failure cannot promptly trigger a service traffic switchover. RSVP Hello is introduced to solve this problem.
Implementation
RSVP Hello is implemented as follows:
61. Hello handshake
Figure 7-20 Hello handshake mechanism
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As shown in Figure 7-20, LSRA and LSRB are directly connected.
· When RSVP Hello is enabled on the interface of LSRA, LSRA sends a Hello Request message to LSRB.
· If LSRB is enabled with RSVP Hello, LSRB replies to LSRA with a Hello ACK message after receiving the Hello Request message.
· After LSRA receives the Hello ACK message from LSRB, LSRA determines that the neighbor LSRB is reachable.
62. Neighbor loss detection
After a successful Hello handshake, LSRA and LSRB exchange Hello messages. If LSRA receives no Hello ACK message from LSRB after sending three consecutive Hello Request messages to LSRB, LSRA considers the neighbor LSRB lost.
7.2.9.11  CR-LSP Backup
CR-LSP backup provides end-to-end protection for an MPLS TE tunnel. If the ingress node detects a failure of the primary CR-LSP, it switches traffic to a backup CR-LSP. After the primary CR-LSP recovers, traffic switches back to the primary CR-LSP.
Concepts
CR-LSP backup functions include hot standby and the best-effort path:
· Hot standby: A hot-standby CR-LSP is set up immediately after the primary CR-LSP is set up. When the primary CR-LSP fails, traffic switches to the hot-standby CR-LSP.
· Best-effort path: If both the primary and backup CR-LSPs fail, a best-effort path is set up and takes over traffic.
In Figure 7-21, the primary CR-LSP is set up over the path PE1 -> P1 -> P2 -> PE2, and the backup CR-LSP is set up over the path PE1 -> P3 -> PE2. When both CR-LSPs fail, PE1 sets up a best-effort path PE1 -> P4 -> PE2 to take over traffic. 
Figure 7-21 Best-effort path
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A best-effort path has no bandwidth reserved for traffic, but has a hop limit configured to control the nodes it passes. 
Implementation
The process of CR-LSP backup is as follows:
63. CR-LSP backup deployment
 Table 7-16 lists CR-LSP backup deployment items. 
Table 7-16 CR-LSP backup deployment
	Item
	Hot Standby
	Best-Effort Path

	Path
	Determine whether the paths of primary and hot-standby CR-LSPs partially overlap. A hot-standby CR-LSP can be established over an explicit path.
A hot-standby CR-LSP supports the following attributes:
· Explicit path
· Hop limit
· Path overlapping
 
	A best-effort path is automatically calculated by the ingress node.
A best-effort path supports the following attributes:
· Hop limit
 

	Bandwidth
	A hot-standby CR-LSP has the same bandwidth as a primary CR-LSP by default. Dynamic bandwidth protection can ensure that a hot-standby CR-LSP does not use additional bandwidth when it is not transmitting traffic.
	A best-effort path is only a protection path that does not have reserved bandwidth.


Table 7-17 CR-LSP backup modes
	Backup Mode
	Description
	Advantage
	Shortcoming

	Hot standby
	A hot-standby CR-LSP is set up over a separate path immediately after a primary CR-LSP is set up.
	A rapid traffic switchover can be performed.
	If dynamic bandwidth adjustment is disabled, additional bandwidth needs to be reserved for a hot-standby CR-LSP.

	Best-effort path
	The system establishes a best-effort path over an available path if both the primary and backup CR-LSPs fail.
	Establishing a best-effort path is easy and a few constraints are needed.
	Some quality of service (QoS) requirements cannot be met.


64. Backup CR-LSP setup
Multiple CR-LSP backup methods may be supported for a tunnel. The ingress node uses these methods in turn until a CR-LSP is successfully established. 
If new tunnel configuration is committed or a tunnel goes Down, the ingress node attempts to establish a hot-standby CR-LSP and a best-effort path in turn, until a CR-LSP is successfully established.
65. Backup CR-LSP attribute modification
If attributes of a backup CR-LSP are modified, the ingress node uses the make-before-break mechanism to reestablish the backup CR-LSP with the updated attributes. After that backup CR-LSP has been successfully reestablished, traffic on the original backup CR-LSP (if it is transmitting traffic) switches to this new backup CR-LSP, and then the original backup CR-LSP is torn down.
66. Fault detection
CR-LSP backup supports the following fault detection functions:
· Default error signaling mechanism of RSVP-TE: The fault detection speed is relatively slow.
· Bidirectional forwarding detection (BFD) for CR-LSP: This function is recommended because it implements fast fault detection.
67. Traffic switchover
After the primary CR-LSP fails, the ingress node attempts to switch traffic from the primary CR-LSP to a hot-standby CR-LSP. If the hot-standby CR-LSP is unavailable, the ingress node attempts to switch traffic to a best-effort path.
68. Traffic switchback
Traffic switches back to a path based on priorities of the available CR-LSPs. Traffic will first switch to the primary CR-LSP. If the primary CR-LSP is unavailable, traffic will switch to the hot-standby CR-LSP.
Dynamic Bandwidth Protection for Hot-standby CR-LSPs
Hot-standby CR-LSPs support dynamic bandwidth protection. The dynamic bandwidth protection function allows a hot-standby CR-LSP to obtain bandwidth resources only after the hot-standby CR-LSP takes over traffic from a faulty primary CR-LSP. This function improves bandwidth efficiency and reduces network costs.
Dynamic bandwidth protection ensures that the hot-standby CR-LSP does not use bandwidth when the primary CR-LSP is transmitting traffic. The dynamic bandwidth protection process is as follows:
69. If the primary CR-LSP fails, traffic immediately switches to the hot-standby CR-LSP with 0 bit/s bandwidth. The ingress node uses the make-before-break mechanism to establish a hot-standby CR-LSP. 
70. After the new hot-standby CR-LSP has been successfully established, the ingress node switches traffic to this CR-LSP and tears down the hot-standby CR-LSP with 0 bit/s bandwidth.
71. After the primary CR-LSP recovers, traffic switches back to the primary CR-LSP. The hot-standby CR-LSP then releases the bandwidth, and the ingress node establishes another hot-standby CR-LSP with 0 bit/s bandwidth. 
Path Overlapping for a Hot-standby CR-LSP
The path overlapping function can be configured for hot-standby CR-LSPs. This function allows a hot-standby CR-LSP to use some links of a primary CR-LSP. After the hot-standby CR-LSP is established, it can protect traffic on the primary CR-LSP.
7.2.9.12  TE FRR
Traffic engineering fast reroute (TE FRR) provides link protection and node protection for MPLS TE tunnels. If a link or node fails, TE FRR rapidly switches traffic to a backup path, minimizing traffic loss.
Background
A link or node failure triggers a primary/backup CR-LSP switchover. The switchover is not completed until the IGP routes of the backup path converge, CSPF calculates a new path, and a new CR-LSP is established. Traffic is lost during this process.
TE FRR technology can prevent traffic loss during a primary/backup CR-LSP switchover. After a link or node fails, TE FRR establishes a CR-LSP that bypasses the faulty link or node. The bypass CR-LSP can then rapidly take over traffic to minimize loss. At the same time, the ingress node reestablishes a primary CR-LSP.
Concepts
Figure 7-22 Local protection
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Table 7-18 explains the components shown in Figure 7-22.
Table 7-18 TE FRR concepts
	Concept
	Description

	Primary CR-LSP
	Protected CR-LSP.

	Bypass CR-LSP
	CR-LSP protecting the primary CR-LSP. A bypass CR-LSP is usually in idle state and does not forward service traffics. If the bypass CR-LSP is required to forward service data, it must be assigned sufficient bandwidth.

	PLR
	Point of local repair, ingress node of a bypass CR-LSP. The PLR can be the ingress node but not the egress node of the primary CR-LSP.

	MP
	Merge point, egress node of a bypass CR-LSP. It must be on the path of the primary CR-LSP but cannot be the ingress node of the primary CR-LSP.


Table 7-19 describes TE FRR protection functions. 
Table 7-19 TE FRR protection functions
	Classified by
	Type
	Description

	Protected object
	Link protection
	In Figure 7-23 below, the primary CR-LSP passes through the direct link between the PLR (LSRB) and MP (LSRC). Bypass LSP 1 can protect this link, which is called link protection.

	
	Node protection
	In Figure 7-23 below, the primary CR-LSP passes through LSRC between the PLR (LSRB) and MP (LSRD). Bypass LSP 2 can protect LSRC, which is called node protection.

	Bandwidth
	Bandwidth protection
	It is recommended that you configure the bypass CR-LSP to be smaller than or equal to the bandwidth of the primary CR-LSP according to the actual situation.

	
	Non-bandwidth protection
	A bypass CR-LSP has no bandwidth and protects only the path of the primary CR-LSP. 

	Implementation
	Manual protection
	A bypass CR-LSP is manually configured and bound to a primary CR-LSP.

	
	Auto protection
	An auto FRR-enabled node automatically establishes a bypass CR-LSP. The node binds the bypass CR-LSP to a primary CR-LSP if the node receives an FRR protection request and the FRR topology requirements are met.


Figure 7-23 TE FRR link and node protection
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A bypass CR-LSP supports the combination of protection modes. For example, manual protection, node protection, and bandwidth protection can be implemented together on a bypass CR-LSP. 
Implementation
TE FRR is implemented as follows:
72. Setup of a primary CR-LSP
A primary CR-LSP is set up in the same way as a common CR-LSP except that the ingress node adds flags into the SESSION_ATTRIBUTE object in a Path message. For example, the local protection desired flag indicates that the primary CR-LSP requires a bypass CR-LSP, and the bandwidth protection desired flag indicates that the primary CR-LSP requires bandwidth protection.
73. Binding between a bypass CR-LSP and the primary CR-LSP
FRR TE searches for a suitable bypass CR-LSP for the primary CR-LSP. A bypass CR-LSP can be bound to a primary CR-LSP only if the primary CR-LSP has a local protection desired flag. The binding process is completed before a CR-LSP switchover.
Before binding a bypass CR-LSP to a primary CR-LSP, the PLR must obtain the following from the Record Route Object (RRO) in the received Resv message: the outbound interface of the bypass CR-LSP, the next hop label forwarding entry (NHLFE), the label switching router (LSR) ID of the MP, the label allocated by the MP, and the protection type.
The PLR on the primary CR-LSP already knows its next hop (NHOP) and next NHOP (NNHOP). If the egress LSR ID of the bypass CR-LSP is the same as the NHOP LSR ID, the bypass CR-LSP provides link protection. If the egress LSR ID of the bypass CR-LSP is the same as the NNHOP LSR ID, the bypass CR-LSP provides node protection. In Figure 7-24, bypass LSP 1 protects the link between LSRB and LSRC, and bypass LSP 2 protects the node between LSRB and LSRD.
Figure 7-24 Binding between bypass and primary CR-LSPs
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If multiple bypass CR-LSPs are established, the PLR checks whether the bypass CR-LSP protect bandwidth, their implementations, and protected objects in sequence. Bypass CR-LSPs providing bandwidth protection are preferred over those that do not provide bandwidth protection. Manual bypass CR-LSPs are preferred over auto bypass CR-LSPs. Bypass CR-LSPs providing node protection are preferred over those providing link protection. Figure 7-24 shows two bypass CR-LSPs. If both the bypass CR-LSPs provide bandwidth protection and are manually configured, bypass LSP 2 is bound to the primary CR-LSP. (Bypass LSP 2 provides node protection, and bypass LSP 1 provides link protection.) If bypass LSP 1 provides bandwidth protection but bypass LSP 2 does not, bypass LSP 1 is bound to the primary CR-LSP.
After the binding is complete, the primary CR-LSP's NHLFE records the bypass CR-LSP's NHLFE index and an inner label that the MP allocates to the upstream node on the primary CR-LSP. This label is used to forward traffic during a primary/backup CR-LSP switchover.
74. Fault detection
· Link protection uses a link layer protocol to detect and report faults. The speed of fault detection at the link layer depends on the link type.
· Node protection uses a link layer protocol to detect link faults. If no fault occurs on a link, RSVP Hello or BFD for RSVP is used to detect faults on the protected node.
As soon as a link or node fault is detected, an FRR switchover is triggered.
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· In node protection, only the link between the protected node and the PLR is protected. The PLR cannot detect faults on the link between the protected node and the MP.
· Link fault detection, BFD, and RSVP Hello mechanisms detect a failure at descending speeds.
75. Switchover
When the primary CR-LSP fails, service traffic and RSVP messages are switched to the bypass CR-LSP, and the switchover event is advertised to the upstream nodes. Upon receiving a data packet, the PLR pushes an inner label and an outer label into the packet. The inner label is allocated by the MP to the upstream node on the primary CR-LSP, and the outer label is allocated by the next hop on the bypass CR-LSP to the PLR. The penultimate hop of the bypass CR-LSP pops the outer label and forwards the packet with only the inner label to the MP. The MP forwards the packet to the next hop along the primary CR-LSP according to the inner label.
Figure 7-25 shows nodes on the primary and bypass CR-LSPs, labels allocated to the nodes, and behaviors that the nodes perform. The bypass CR-LSP provides node protection. If LSRC or the link between LSRB and LSRC fails, the PLR (LSRB) swaps the inner label 1024 to 1022, pushes the outer label 34 into a packet, and forwards the packet to the next hop along the bypass CR-LSP. The lower part of Figure 7-25 shows the packet forwarding process after a TE FRR switchover.
Figure 7-25 Packet forwarding before and after a TE FRR switchover
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76. Switchback
After a TE FRR switchover is complete, the ingress node of the primary CR-LSP reestablishes the primary CR-LSP using the make-before-break mechanism. Service traffic and RSVP messages are switched back to the primary CR-LSP after the primary CR-LSP is successfully reestablished. The reestablished primary CR-LSP is called a modified CR-LSP. The make-before-break mechanism allows the original primary CR-LSP to be torn down only after the modified CR-LSP is set up successfully.
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FRR does not take effect if multiple nodes fail simultaneously. After data is switched from the primary CR-LSP to the bypass CR-LSP, the bypass CR-LSP must remain Up to ensure data forwarding. If the bypass CR-LSP fails, the protected data cannot be forwarded using MPLS, and the FRR function fails. Even if the bypass CR-LSP is reestablished, it cannot forward data. Data forwarding will be restored only after the primary CR-LSP restores or is reestablished.
Cooperation Between CR-LSP Backup and TE FRR
Combination of CR-LSP backup and TE FRR:
· CR-LSP ordinary backup and TE FRR: TE FRR can rapidly detect a link failure and switch traffic to the bypass CR-LSP. When both primary and bypass CR-LSPs fail, a backup CR-LSP is established to take over traffic.
· CR-LSP hot standby and TE FRR: TE FRR can rapidly detect a link failure and switch traffic to the bypass CR-LSP. Link failure information is then sent to the tunnel ingress node through a signaling protocol and traffic is switched to a backup CR-LSP.
7.2.9.13  SRLG
Shared risk link group (SRLG) is a constraint to calculating a backup or a bypass CR-LSP on a network with CR-LSP hot-standby or TE FRR configured. SRLG prevents bypass and primary CR-LSPs from being set up on links with the same risk level, which enhances TE tunnel reliability.
Background
A network administrator often uses CR-LSP hot-standby or TE FRR technology to ensure MPLS TE tunnel reliability. However, CR-LSP hot-standby or TE FRR may fail in real-world application.
Figure 7-26 SRLG diagram
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In the top diagram of Figure 7-26, the bypass CR-LSP provides TE FRR protection for the link between P1 and P2, which is part of the primary CR-LSP.
Core nodes P1, P2, and P3 on the backbone network are connected by a transport network device. In Figure 7-26, the top diagram is an abstract version of the actual topology below. NE1 is a transport network device. During network construction and deployment, two or more core nodes may share links on the transport network. For example, the yellow links in Figure 7-26 are shared by P1, P2, and P3. A shared link failure affects primary and bypass CR-LSPs and makes FRR protection invalid. To enable TE FRR to protect the CR-LSP, bypass and primary CR-LSPs must be set up over links of different risk levels. SRLG technology can be deployed to meet this requirement.
However, an SRLG is a set of links that share the same risks. If one of the links fails, other links in the group may fail as well. Therefore, protection fails even if other links in the group function as the hot-standby or bypass CR-LSP for the failed link.
Implementation
SRLG is a link attribute, expressed by a numeric value. Links with the same SRLG value belong to a single SRLG.
The SRLG value is advertised to the entire MPLS TE domain using IGP TE. Nodes in a domain can then obtain SRLG values of all the links in the domain. The SRLG value is used in CSPF calculations together with other constraints such as bandwidth.
MPLS TE SRLG works in either of the following modes:
· Strict mode: The SRLG value is a mandatory constraint when CSPF calculates paths for hot-standby and bypass CR-LSPs.
· Preferred mode: The SRLG value is an optional constraint when CSPF calculates paths for hot-standby and bypass CR-LSPs. If CSPF fails to calculate a path based on the SRLG value, CSPF excludes the SRLG value when recalculating the path.
Usage Scenario
SRLG applies to networks with CR-LSP hot-standby or TE FRR configured.
Benefits
SRLG constrains the path calculation for hot-standby and bypass CR-LSPs, which avoids primary and bypass CR-LSPs with the same risk level.
7.2.9.14  BFD for MPLS TE
Bidirectional Forwarding Detection (BFD) can quickly detect faults in an MPLS TE tunnel and trigger a traffic switchover when a fault is detected, improving network reliability.
Background
In most cases, MPLS TE uses CR-LSP backup to enhance network reliability. These technologies detect faults using the RSVP Srefresh mechanism, but the detection speed is slow. When a Layer 2 device such as a switch or hub exists between two nodes, the traffic switchover speed is even slower, leading to traffic loss. BFD uses the fast packet transmission mode to quickly detect faults on MPLS TE tunnels, so that a service traffic switchover can be triggered quickly to better protect the MPLS TE service.
Implementation
In MPLS TE, BFD is implemented in the following methods for different detection scenarios:
· BFD for RSVP
BFD for Resource Reservation Protocol (RSVP) detects faults on links between RSVP nodes in milliseconds.
· BFD for CR-LSP
BFD for CR-LSP can rapidly detect faults on CR-LSPs and notify the forwarding plane of the faults to ensure a fast traffic switchover. BFD for CR-LSP is usually used together with a hot-standby CR-LSP.
BFD for RSVP
When Layer 2 devices exist between neighboring RSVP nodes, the two nodes can detect a link failure based only on the RSVP Hello mechanism. Several seconds are required to complete a switchover. This results in the loss of a great deal of data.
BFD for RSVP detects faults in milliseconds on links between RSVP neighboring nodes, as shown in Figure 7-27.
Figure 7-27 BFD for RSVP
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BFD for RSVP can share BFD sessions with BFD for OSPF, BFD for IS-IS, or BFD for Border Gateway Protocol (BGP). Therefore, the local node selects the minimum parameter values among the shared BFD session as the local BFD parameters. The parameters include the transmit interval, the receive interval, and the local detection multiplier.
BFD for CR-LSP
The device supports static BFD for CR-LSP.
BFD for CR-LSP can rapidly detect faults on CR-LSPs and notify the forwarding plane of the faults to ensure a fast traffic switchover. BFD for CR-LSP usually works with a hot-standby CR-LSP.
A BFD session is bound to a CR-LSP. That is, a BFD session is set up between ingress and egress nodes. A BFD packet is sent by the ingress node and forwarded to the egress node along a CR-LSP. The egress node then responds to the BFD packet. The BFD session at the ingress node can rapidly detect the status of the path through which the LSP passes.
Upon detecting a link failure, BFD notifies the forwarding plane of the failure. The forwarding plane searches for a backup CR-LSP, switches traffic to the backup CR-LSP, and reports the failure information to the control plane. In this case, you can configure static BFD for CR-LSP to detect backup CR-LSPs using BFD.
Figure 7-28 BFD for CR-LSP before and after a link fault occurs
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7.3  Applications
7.3.1  Implementing Interconnection Between Data Centers in Different Sites Using MPLS TE
On a traditional IP network, nodes select the shortest path as the route to a destination regardless of other factors such as bandwidth. This routing mechanism may cause congestion on the shortest path and waste resources on other available paths. As shown in Figure 7-29, traffic to Site 2 is forwarded through the shortest path (PE1 > P1 > PE2). Packets on the path will be lost when the traffic exceeds the bandwidth of the path. MPLS TE can be deployed on the network to allocate some traffic to an idle path (such as PE1 > P2 > P3 > PE2 in the figure) to allow network traffic to be allocated properly.
Figure 7-29 MPLS TE networking
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In addition, MPLS TE provides various reliability mechanisms. CR-LSP backup provides end-to-end protection for an MPLS TE tunnel. If the ingress node detects a failure of the primary CR-LSP, it switches traffic to a backup CR-LSP. After the primary CR-LSP recovers, traffic switches back to the primary CR-LSP. When both the primary and backup CR-LSPs are faulty, MPLS TE triggers establishment of a best-effort path to ensure network reliability.
MPLS TE can also use RSVP authentication to defend against attacks initiated by modified or forged messages. Authentication enhancements can also be used to prevent replay attacks and packet mis-sequencing. RSVP authentication and its enhancements improve MPLS TE network security.
7.4  Configuration Task Summary
MPLS TE is implemented after an MPLS TE tunnel is created and traffic is imported to the TE tunnel. To adjust MPLS TE parameters and deploy some security solutions, perform one or more of the following operations: adjusting RSVP-TE signaling parameters, adjusting the path of the CR-LSP, adjusting the establishment of MPLS TE tunnels and CR-LSP backup, and configuring BFD for CR-LSP.
Table 7-20 MPLS TE configuration tasks
	Configuration Task
	Configuration
	Description

	Create an MPLS TE tunnel
	To transmit L2VPN or L3VPN services on the MPLS backbone network, and enable a tunnel to adapt to network topology changes to ensure stable data transmission, create an MPLS TE tunnel. The device supports dynamic MPLS TE tunnels.
Dynamic MPLS TE tunnels are established using the RSVP-TE signaling protocol that can adjust the path of an MPLS TE tunnel according to network changes. There is no need to manually configure each hop on a large scale network.
	7.7 

REF _EN-US_HDITATASK_0102236014-chtext \h
Configuring a Dynamic MPLS TE Tunnel

	Configure the MPLS TE tunnel to forward data traffic
	An MPLS TE tunnel does not automatically direct traffic. To enable traffic to travel along an MPLS TE tunnel, use one of the following methods to import the traffic to the MPLS TE tunnel:
· Use static routes
This is the simplest method for importing the traffic to an MPLS TE tunnel.
· Use tunnel policies
In general, VPN traffic is forwarded through an LSP tunnel but not an MPLS TE tunnel. To import VPN traffic to the MPLS TE tunnel, you need to configure a tunnel policy.
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Importing Traffic to an MPLS TE Tunnel

	Adjust MPLS TE parameters
	You can adjust MPLS TE parameters as required. The parameters are listed as follows:
· RSVP Signaling Parameters
RSVP signaling parameters include the RSVP reservation confirmation, RSVP timer, summary refresh, Hello extension mechanism, and RSVP authentication. You can adjust these parameters to meet customer requirements.
· CR-LSP Selection
CSPF uses the TEDB and constraints to calculate appropriate paths and establishes CR-LSPs through the signaling protocol. MPLS TE provides multiple methods to control CSPF calculation, adjusting CR-LSP selection. The methods include:
· Configuring the tie-breaking of CSPF
· Configuring the metric for path calculation
· Configuring the CR-LSP hop limit
· Establishment of MPLS TE Tunnels
During the establishment of an MPLS TE tunnel, you may need to perform specified configurations in practical applications. MPLS TE provides multiple methods to adjust establishment of MPLS TE tunnels. The methods include: 
· Configuring route record and label record
· Configuring the tunnel priority
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	Configure MPLS TE reliability
	MPLS TE provides multiple reliability technologies to ensure high reliability of key services transmitted over MPLS TE tunnels. The device supports the following reliability features for MPLS TE tunnels:
· CR-LSP backup
Backup CR-LSPs are established on networks requiring high reliability to provide end-to-end protection, ensuring network reliability. If a primary CR-LSP fails, traffic rapidly switches to a backup CR-LSP, ensuring uninterrupted traffic transmission.
Hot standby is supported. If both primary and backup CR-LSPs fail, best-effort paths can be established, improving reliability.
· BFD for CR-LSP
BFD monitors CR-LSPs. After BFD detects a fault in a CR-LSP, the BFD module immediately instructs the forwarding plane to trigger a rapid traffic switchover. BFD for CR-LSP is used together with a hot-standby CR-LSP.
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8  SR-TE Configuration
8.1  Introduction
Definition
Segment Routing (SR) is a new Multiprotocol Label Switching (MPLS) technique. The control plane is implemented based on the extended Interior Gateway Protocol (IGP), and the forwarding plane is implemented based on an MPLS forwarding network. The routing segments are represented as MPLS labels on the forwarding plane.
SR-Traffic Engineering (SR-TE) is a new Multiprotocol Label Switching (MPLS) Traffic Engineering (TE) tunneling technique implemented using SR as the control signaling. The controller calculates a path for an SR-TE tunnel and delivers a computed label stack completely matching the path to a forwarder. The forwarder, which is the ingress node of the tunnel, uses the label stack to control the path along which packets are transmitted on a network.
Purpose
Due to complexity of the control protocol, Resource Reservation Protocol-TE (RSVP-TE) tunnels cannot meet requirements of rapid development of software-defined networking (SDN). SR-TE tunnels outperform RSVP-TE tunnels in this situation. Table 8-1 describes the comparison between SR-TE and RSVP-TE.
Table 8-1 Comparison between SR-TE and RSVP-TE tunnels
	Item
	SR-TE
	RSVP-TE

	Control plane
	SR, which is an extension to IGP, is used as the control signaling. The control plane is simple. There is no need for a dedicated MPLS control protocol, reducing the total number of used protocols. 
	RSVP-TE is used as the control plane of MPLS, and the control plane is complex.

	Label allocation
	Each link is assigned only a single label, and all LSPs share the label, which reduces resource consumption and maintenance workload of label forwarding tables.
	Each LSP is assigned a label, which consumes a great number of labels resources and results in heavy workload of maintaining label forwarding tables.

	Path adjustment and control
	An intermediate device does not perceive SR-TE tunnel information. A service path can be controlled by operating a label only on the ingress node. Configurations do not need to be delivered to each node.
When a node on a path fails, the controller re-calculates the path and updates the label stack of the ingress node.
	Configurations must be delivered to each node.


Benefits
SR-TE offers the following benefits:
· The MPLS control protocol is simplified.
· Resource consumption is reduced, and O&M is streamlined.
· Path adjustment and control capabilities are high.
8.2  Principles
8.2.1  Related Concepts
SR-TE involves the following concepts.
Adjacency Segment
Adjacency Segment (Adj Segment) identifies a routing adjacency link on the SR network, which is also called link label. Link label is the major label used in SR-TE. Link label is unidirectional and valid locally only on the source node when used for packet forwarding. In Figure 8-1, link label 9003 identifies the PE1-to-P3 link and PE1 is the source node. Link label 9004 identifies the P3-to-PE1 link and P3 is the source node.
Label Stack
A label stack is a set of link labels in the form of a stack, used to identify a complete label switched path (LSP). Each link label in the stack identifies a specific link, and the label stack from the top to bottom describes all links along an SR-TE LSP. In packet forwarding, a node searches for a link mapped to each link label in a packet, removes the label, and forwards the packet. After all labels are removed from the label stack, the packet is sent out of an SR-TE tunnel to the tunnel destination.
Stitching Label and Stitching Node
If a label stack depth exceeds that supported by a forwarder, the label stack cannot carry all link labels on a whole LSP. In this situation, the controller assigns multiple label stacks to the forwarder. The controller delivers a label stack to an appropriate node and assigns a special label to associate label stacks to implement segment-based forwarding. The special label is a stitching label, and the appropriate node is a stitching node.
The controller assigns a stitching label at the bottom of a label stack to a stitching node. After a packet arrives at the stitching node, the stitching node swaps a label stack associated with the stitching label based on the label-stack mapping. The stitching node forwards the packet based on the label stack for the next segment.
Label Allocation Modes
Allocated by forwarders
A forwarder runs an IGP (IS-IS is supported only) to assign labels and reports label information to a controller.
Figure 8-2 IS-IS-based label allocation
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IS-IS SR is enabled on PE1, PE2, and P1 through P4 to establish IS-IS neighbor relationships between each pair of directly connected nodes. In SR-capable IS-IS instances, each outbound IS-IS interface is assigned an SR link label. SR IS-IS advertises the link labels across a network. P3 is used as an example. In Figure 8-1, IS-IS-based label allocation is as follows:
77. P3 runs IS-IS to apply for a local dynamic label for a direct link. For example, P3 assigns link label 9002 to the P3-to-P4 link.
78. P3 runs IS-IS to advertise the link label and flood it across the network.
79. P3 uses the label to generate a label forwarding table.
80. After the other nodes on the network run IS-IS to learn the link label advertised by P3, the nodes do not generate local forwarding tables.
PE1, PE2, P1, P2, and P4 assign and advertise link labels in the same way as P3 does, and the label forwarding tables are generated on each node. One or more nodes establish IS-IS or BGP-LS neighbor relationships with the controller, and report topology information, including SR labels, to the controller.
Allocated by the controller
The controller runs NETCONF to assign SR labels to forwarders.
Figure 8-3 Controller-based label allocation
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In Figure 8-2, the controller and forwarder have IS-IS or BGP-LS configured. IS-IS or BGP-LS collects network topology information and reports it the controller. The controller assigns a label to each link and runs NETCONF to deliver the label to the forwarder which is the source node of the label. The forwarder generates a link label forwarding table.
SR-TE Tunnel
Multiple SR-TE LSPs are associated with a tunnel interface to form an SR-TE tunnel.
Figure 8-4 SR-TE Tunnel
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In Figure 8-3, a primary LSP is established along the path PE1->P1->P2->PE2, and a backup path is established along the path PE1->P3->P4->PE2. The two LSPs have the same tunnel ID of an SR-TE tunnel. The LSP originates from the ingress node, passes through transit nodes, and is terminated at the egress node.
8.2.2  SR-TE Tunnel Establishment
SR-TE tunnel establishment involves configuring and establishing an SR-TE tunnel. Before an SR-TE tunnel is created, IS-IS neighbor relationships must be established between forwarders, and IS-IS or BGP-LS neighbor relationships must be established between forwarders and the controller to implement network layer connectivity, to assign labels, and to collect network topology information. Forwarders send label and network topology information to the controller, and the controller uses the information to calculate paths.
SR-TE Tunnel Configuration
SR-TE tunnel attributes are used to create tunnels. An SR-TE tunnel can be configured on a controller or a forwarder.
· An SR-TE tunnel is configured on a controller.
The controller runs NETCONF to deliver tunnel attributes to a forwarder (as shown in Figure 8-4). The forwarder delegates the tunnel to the controller for management.
· An SR-TE tunnel is manually configured on a forwarder.
The controller obtains tunnel attributes (as shown in Figure 8-4) from the forwarder. The forwarder delegates the tunnel to the controller for management.
Tunnel management on the controller includes tunnel path calculation, label stack generation, and tunnel maintenance.
SR-TE Tunnel Establishment
If a service (such as IPv4, VPN, or LDP) is imported to an SR-TE tunnel, a device establishes an SR-TE tunnel based on the following process, as shown in Figure 8-4.
Figure 8-5 Networking for SR-TE tunnel establishment
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 The process of establishing an SR-TE tunnel is as follows:
81. The controller uses SR-TE tunnel constraints and Path Computation Element (PCE) to calculate paths and combines link labels into a label stack that is the calculation result.
If the label stack depth exceeds the upper limit supported by a forwarder, the label stack can only carry some labels, and the controller needs to divide a label stack into multiple stacks for an entire path. 
In Figure 8-4, the controller calculates a path PE1->P3->P1->P2->P4->PE2 for the SR-TE tunnel. The path is mapped to two label stacks {1003, 1006, 100} and {1005, 1009, 1010}. Label 100 is a stitching label associated with the label stack {1005, 1009, 1010}, and the others are link labels.
82. The controller runs NETCONF to deliver the label stacks to the forwarder.
In Figure 8-4, the process of delivering label stacks by the controller is as follows:
a. The controller delivers stitching label 100 and label stack {1005, 1009, 1010} to the stitching node P1.
b. The controller delivers label stack {1003, 1006, 100} to the ingress PE1.
83. The forwarder uses the delivered label stacks to establish an LSP for the SR-TE tunnel.
8.2.3  SR-TE Data Forwarding
Forwarding principles
A forwarder operates a label in a packet based on the label stack mapped to the SR-TE LSP, searches for an outbound interface hop by hop based on the top label of the label stack, and uses the label to guide the packet to the tunnel destination address.
SR-TE label operations include pushing a label into a label stack, swapping a stitching label for a label stack, and popping out a label.
· Push: After a packet enters an SR-TE tunnel, the ingress adds a label between the Layer 2 and IP headers. Alternatively, the ingress adds a label stack above the existing label stack, for example, in an LDP over SR-TE scenario.
· Swap: On a stitching node, a stitching label is on the top of the label stack. The node swaps the stitching label for a new label stack.
· Pop: After the packet travels through the SR-TE tunnel and arrives at the egress, the egress searches for an outbound interface base on the top label of the label stack and removes the top label.
Forwarding process
Figure 8-5 shows the SR-TE data forwarding process.
Figure 8-6 SR-TE data packet forwarding
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In Figure 8-5, the SR-TE path calculated by the controller is A -> B -> C -> D -> E-> F. The path is mapped to two label stacks {1003,1006,100} and {1005,1009,1010}. The two label stacks are delivered to ingress A and stitching node C, respectively. Label 100 is a stitching label and is associated with label stack {1005,1009,1010}. The other labels are link labels.
Table 8-2 Process of forwarding data packets along an SR-TE tunnel
	Step
	Device
	Operation

	1
	Ingress node A
	Node A adds a label stack of {1003,1006,100} to the packet, then uses the outer label of 1003 in the label stack to match against a link and finds the A-to-B link as an outbound interface. Node A strips off label 1003 from the label stack {1003,1006,100}. The pack carrying the label stack {1006,100} travels through the A-to-B link to the downstream node B.

	2
	Transit node B
	Node B uses the outer label of 1006 in the label stack to match against a link and finds the B-to-C link as an outbound interface. Node B strips off label 1006 from the label stack {1006, 100}. The pack carrying the label stack {100} travels through the B-to-C link to the downstream node C.

	3
	Stitching node C
	After stitching node C receives the packet, it identifies stitching label 100, swaps the label for the associated label stack {1005,1009,1010}. Stitching node C uses the new top label 1005 to match against a link and finds the C-to-D link as an outbound interface and removes label 1005. Stitching node C forwards the packet carrying the label stack {1009, 1010} along the C-to-D link to the downstream node D.

	4
	Transit nodes D and E
	After nodes D and E receives the packet, they treat the packet in the same way as node B. Node E removes the last label 1010 and forwards the data packet to node F.

	5
	Egress F
	Egress F receives the packet without a label and forwards the packet along a route that is found in a routing table.


8.2.4  SR-TE Reliability
8.2.4.2  CR-LSP Backup
CR-LSP backup provides end-to-end protection for an SR-TE tunnel. If the ingress node detects a failure of the primary CR-LSP, it switches traffic to a backup CR-LSP. After the primary CR-LSP recovers, traffic switches back to the primary CR-LSP.
An SR-TE tunnel supports CR-LSP backup in hot standby mode only. In this mode, a backup CR-LSP is set up immediately after the primary CR-LSP is set up. When the primary CR-LSP fails, traffic switches to the backup CR-LSP quickly.
Implementation
The process of CR-LSP backup is as follows:
84. Path planning
Determine whether the paths of primary and hot-standby CR-LSPs partially overlap. A hot-standby CR-LSP can be established over an explicit path.
A hot-standby CR-LSP supports the following attributes:
· Explicit path
· Hop limit
· Path overlapping
85. Backup CR-LSP setup
If new tunnel configuration is committed or a tunnel goes Down, the ingress node attempts to establish a hot-standby CR-LSP, until a CR-LSP is successfully established.
86. Backup CR-LSP attribute modification
If attributes of a backup CR-LSP are modified, the ingress node uses the make-before-break mechanism to reestablish the backup CR-LSP with the updated attributes. After that backup CR-LSP has been successfully reestablished, traffic on the original backup CR-LSP (if it is transmitting traffic) switches to this new backup CR-LSP, and then the original backup CR-LSP is torn down.
87. Fault detection
SR-TE does not provide a fault detection mechanism. CR-LSP backup uses BFD for LSP to quickly detect faults.
88. Traffic switchover
After the primary CR-LSP fails, the ingress node attempts to switch traffic from the primary CR-LSP to a hot-standby CR-LSP.
89. Traffic switchback
Traffic switches back to a path based on priorities of the available CR-LSPs. Traffic will first switch to the primary CR-LSP. If the primary CR-LSP is unavailable, traffic will switch to the hot-standby CR-LSP.
Path Overlapping for a Hot-standby CR-LSP
The path overlapping function can be configured for hot-standby CR-LSPs. This function allows a hot-standby CR-LSP to use some links of a primary CR-LSP. After the hot-standby CR-LSP is established, it can protect traffic on the primary CR-LSP.
8.2.4.3  BFD for SR-TE
Bidirectional Forwarding Detection (BFD) can quickly detect faults in an SR-TE tunnel and trigger a traffic switchover when a fault is detected, improving network reliability.
Background
SR-TE does not provide a connectivity detection mechanism. The status of an SR-TE tunnel and an SR-TE LSP is Up by default after the tunnel and LSP are established. Service traffic is lost continuously upon a path failure due to lack of a connectivity detection mechanism. Detection of faults on SR-TE LSP and SR-TE tunnel must be completed by an additional protocol. BFD for SR-TE is an E2E rapid detection mechanism that rapidly detects failures in links of an SR-TE tunnel.
Implementation
In SR-TE, BFD is implemented in the following methods for different detection scenarios:
· BFD for SR-TE tunnel
This method detects the SR-TE tunnel connectivity to obtain the real tunnel status. During establishment of an SR-TE tunnel, the tunnel interfaces cannot go Up if BFD negotiation fails.
· BFD for SR-TE LSP
This method detects the LSP connectivity to obtain the real LSP status. During establishment of an SR-TE LSP, the LSP cannot go Up if BFD negotiation fails. When the primary LSP fails, traffic is quickly switched to the backup LSP.
BFD for SR-TE Tunnel
The device supports static BFD for SR-TE tunnel by binding a BFD session to an SR-TE tunnel. That is, a BFD session is created between the ingress and egress nodes of an SR-TE tunnel. A BFD packet is sent from the ingress node to the egress node along the tunnel. Then, the egress node responds to the BFD packet. In this manner, the ingress node can fast detect the SR-TE tunnel connectivity. The BFD detection result is associated with the SR-TE tunnel interface status, so the status of the SR-TE tunnel interface can indicate the real tunnel connectivity.
· When a fault occurs, BFD detects the fault on the SR-TE tunnel and sets the status of the associated tunnel interface to Down, implementing millisecond-level fault detection.
· When the fault recovers, the tunnel interface status can restore Up only after the BFD detection result becomes Up. The device performs BFD negotiation before determining that the BFD detection result is Up, taking a long period of time. The tunnel status is Down before a new tunnel path is established. The controller delivers new label stacks for BFD to go Up, and then the associated tunnel interface goes Up. The entire process takes a dozen of seconds. BFD for SR-TE tunnel has a long convergence time if no other protection mechanism is configured for the SR-TE tunnel.
BFD for SR-TE LSP
BFD for SR-TE LSP can rapidly detect faults on CR-LSPs and notify the forwarding plane of the faults to ensure a fast traffic switchover. Generally, BFD for SR-TE LSP and hot-standby CR-LSP are used together.
The device supports static BFD for SR-TE LSP and dynamic BFD for SR-TE LSP.
· Static BFD for SR-TE LSP: A static BFD session is bound to a CR-LSP. That is, a static BFD session is configured on the ingress and egress nodes of a CR-LSP. To detect a backup CR-LSP, you also need to bind a BFD session to it.
· Dynamic BFD for SR-TE LSP: After the BFD for SR-TE LSP capability is enabled on the ingress node and automatic BFD session creation is enabled on the egress node, the device dynamically creates a BFD session for a CR-LSP. Dynamic BFD for SR-TE LSP also automatically creates a BFD session for a backup CR-LSP.
After a BFD session is created between the ingress and egress nodes of an SR-TE LSP, a BFD packet is sent by the ingress node and forwarded to the egress node along a CR-LSP. The egress node then responds to the BFD packet. The BFD session at the ingress node can rapidly detect the status of the path through which the LSP passes. Upon detecting a link failure, BFD notifies the forwarding plane of the failure. The forwarding plane switches service traffic to the backup CR-LSP and reports failure information to the control plane.
Figure 8-7 BFD for SR-TE LSP before and after a link failure occurs
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Other Functions
One-arm BFD echo for SR-TE:
When a device from another vendor is used as the egress node, BFD for SR-TE fails to create a common BFD session between a Huawei device and the vendor device. BFD for SR-TE provides the one-arm echo mode to solve the problem. 
Using a one-arm BFD echo session, the ingress node exchanges the source address and destination address in an IP packet header when encapsulating a BFD packet. After the BFD packet is forwarded to the egress node, the egress node searches for a route based on the destination address in the packet and sends the packet back to the ingress node. The one-arm echo mode detects tunnel and LSP connectivity through loopback of a BFD packet. This mode can detect the status of an SR-TE tunnel and an SR-TE LSP so long as the remote device supports Layer 3 loopback. The remote device does not need to support BFD.
8.2.5  SR-TE Group
A segment routing-traffic engineering (SR-TE) group consists of several SR-TE tunnels that provide differentiated services to multiple types of services through equal-cost multi-path routing (ECMP) outbound interfaces.
Equal-cost multi-path routing (ECMP) outbound interfaces may include SR-TE tunnel interface, Resource Reservation Protocol-Traffic Engineering (RSVP-TE) tunnel interface, VLANIF interface, main interface, and Layer 3 sub-interface simultaneously. An SR-TE group can be configured for the SR-TE tunnels to forward service packets based on the mapping between the class of service (CoS) of tunnels and CoS of service packets, implementing differentiated services. 
CoS for the Tunnels
Nine CoS values default, BE, AF1, AF2, AF3, AF4, EF, CS6, and CS7 in ascending order are available for transmitting packets of different priorities. BE, AF1, AF2, AF3, AF4, EF, CS6, and CS7 have a one-to-one mapping with eight internal precedences of devices; default can match any internal precedence of packets. One SR-TE tunnel can have one or more CoS values.
CoS of Packets
The CoS of packets determines the SR-TE tunnels which the packets want to enter. Two methods are available for setting the CoS of packets.
· Packet priority mapping
For packets entering a tunnel, the DSCP or EXP field in the packet header is mapped to the local precedence based on the mapping relationship defined in the DiffServ domain. This local precedence specifies the CoS of packets.
· MQC re-marking
Packets entering a tunnel are classified based on the IP quintuple information, and packets matching a traffic classification rule are re-marked an internal precedence. This local precedence specifies the CoS of packets.
Route Selection in an SR-TE Group
Figure 8-7 shows the principle for selecting an SR-TE tunnel from an SR-TE group for packet forwarding.
Figure 8-8 Route selection in an SR-TE group
[image: image145.png]Service flow enters the
device and is allocated
a CoS value

s there any tunnel using
the same CoS value?

elect the tunnel with the)
specified CoS value

No

s there any tunnel using
the CoS value Default?

Select the tunnel with the"
CoS value default

No

Is there any tunnel
containing no CoS
value?

‘Select the tunnel with no
CoS value

No Y

s there any ECMP'

outbound interface.
containing no priority,
except SR-TE tunnel?

Select the interface with
no priority

Select the tunnel with the'
lowest CoS value




90. If the CoS of any SR-TE tunnel in the SR-TE group is the same as that of the packets, the tunnel is selected. Otherwise, proceed to Step 2.
91. If the CoS of any SR-TE tunnel in the SR-TE group is default, the tunnel is selected. Otherwise, proceed to Step 3.
92. If any SR-TE tunnel in the SR-TE group does not have a CoS, the tunnel is selected. Otherwise, proceed to Step 4.
93. If any ECMP outbound interface such as the VLANIF interface does not have a priority, except SR-TE tunnel, the interface is selected. Otherwise, proceed to Step 5.
94. The SR-TE tunnel with the lowest CoS value in the SR-TE group is selected.
8.3  Applications
8.3.1  Application of SR-TE in Traffic Optimization Scenario
On a traditional IP network, nodes select the shortest path as the route to a destination regardless of other factors such as bandwidth. This routing mechanism may cause congestion on the shortest path and waste resources on other available paths. As shown in Figure 8-8, traffic to Site 2 is forwarded through the shortest path (PE1 > P1 > PE2). Packets on the path will be lost when the traffic exceeds the bandwidth of the path. SR-TE can be deployed on the network to allocate some traffic to an idle path (such as PE1 > P2 > P3 > PE2 in the figure) to allow network traffic to be allocated properly.
Figure 8-9 VPN over SR-TE tunnel
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In addition, SR-TE provides various reliability mechanisms. SR-TE LSP backup provides end-to-end protection for an SR-TE tunnel. If the ingress node detects a failure of the primary CR-LSP, it switches traffic to a backup CR-LSP. After the primary CR-LSP recovers, traffic switches back to the primary CR-LSP. When both the primary and backup CR-LSPs are faulty, SR-TE triggers establishment of a best-effort path to ensure network reliability.
8.3.2  Application of an SR-TE Group in an ECMP Scenario
In an L3VPN over SR-TE scenario shown in Figure 8-9, CE1 and CE2 belong to the same L3VPN and they connect to the TE network through PE1 and PE2, respectively. Multiple SR-TE tunnels on the TE network form equal-cost multi-path routing (ECMP). Various types of service packets transmitted between CE1 and CE2 share forwarding resources, regardless of whether they are important services. Forwarding of important services will be affected when there are a large amount of common service flows. This problem also occurs in the IP over SR-TE and LDP over SR-TE scenarios.
Figure 8-10 L3VPN over SR-TE networking
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To ensure forwarding quality of important services, an SR-TE group can be configured on the ingress node PE1. In this group, Tunnel1 and Tunnel2 are used to transmit important services and Tunnel3 is used to transmit common services. The mapping between the CoS of packets and CoS of tunnels ensures forwarding quality of important services.
9  VXLAN Overview
This chapter describes the definition, purpose, and benefits of the Virtual eXtensible Local Area Network (VXLAN).
Definition
Defined in RFC 7348, VXLAN is a Network Virtualization over Layer 3 (NVO3) technology that uses MAC-in-UDP encapsulation.
Purpose
As a widely deployed core cloud computing technology, server virtualization greatly reduces IT and O&M costs and improves service deployment flexibility.
Figure 9-1 Server virtualization
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 On the network shown in Figure 9-1, a server is virtualized into multiple virtual machines (VMs), each of which functions as a host. A great increase in the number of hosts causes the following problems:
· VM scale is limited by the network specification
On a large legacy Layer 2 network, data packets are forwarded at Layer 2 based on MAC entries. However, the limit on the MAC table capacity consequently limits the number of VMs.
· Network isolation capabilities are limited
Most networks currently use VLANs to implement network isolation. However, the deployment of VLANs on large-scale virtualized networks has the following limitations:
· The VLAN tag field defined in IEEE 802.1Q has only 12 bits and only supports a maximum of 4094 VLANs, which are insufficient to meet user identification requirements of large Layer 2 networks.
· VLANs on legacy Layer 2 networks cannot adapt to dynamic network adjustment.
· VM migration scope is limited by the network architecture
After a VM is started, it may need to be migrated to a new server due to resource issues on the original server, for example, high CPU usage or inadequate memory resources. To ensure uninterrupted services during VM migration, the IP and MAC addresses of the VM must remain unchanged and the service network must be a Layer 2 network that provides multipathing redundancy backup and reliability.
VXLAN addresses the preceding problems on large Layer 2 networks in the following ways:
· Eliminates VM scale limitations imposed by network specifications.
VXLAN encapsulates data packets sent from VMs into UDP packets and encapsulates IP and MAC addresses used on the physical network into the outer headers. As a result, the network is only aware of the encapsulated parameters and not the inner data. This greatly reduces the MAC address specification requirements of large Layer 2 networks.
· Provides greater network isolation capabilities.
VXLAN uses a 24-bit network segment ID, called a VXLAN Network Identifier (VNI), to identify users. The VNI is similar to a VLAN ID, but supports a maximum of 16M VXLAN segments.
· Eliminates VM migration scope limitations imposed by network architecture.
VXLAN uses MAC-in-UDP encapsulation to extend Layer 2 networks. It encapsulates Ethernet packets into IP packets for transmission over routes, and does not need to know VMs' MAC addresses. Because there is no limitation on Layer 3 network architecture, Layer 3 networks are scalable and have strong automatic fault rectification and load balancing capabilities. This allows for VM migration irrespective of network architecture.
Benefits
As server virtualization is being rapidly deployed on data centers based on physical network infrastructure, VXLAN offers the following benefits:
· Supports a maximum of 16M VXLAN segments using 24-bit VNIs, allowing data centers to accommodate multiple tenants. 
· Removes the need for non-VXLAN network edge devices to identify the VM MAC addresses, reducing the number of MAC addresses that have to be learned and enhancing network performance.
· Decouples physical and virtual networks by using MAC-in-UDP encapsulation to extend Layer 2 networks. Tenants can plan their own virtual networks, not limited by the physical network IP addresses or broadcast domains. This greatly simplifies network management.
10  VXLAN Deployment Modes
VXLANs can currently be deployed in Single-node mode or Controller mode.
· Single-node mode: In traditional network deployment, each device requires a login to configure the device according to the network plan. Collaboration with cloud platforms cannot be implemented in cloud computing data centers for automatic network deployment.
· Controller mode: To help control and deploy a large Layer 2 network, a controller can be used. A controller is a unified network control platform that orchestrates and manages network resources and cooperates with the cloud platform to implement automatic service and network provisioning. 
Controller Mode
· Introduction to controller mode
In this mode, the Agile Controller-DCN uses Network Configuration Protocol (NETCONF) to dynamically establish VXLAN tunnels between devices and OpenFlow to control packet forwarding through the tunnels.
In Figure 10-1, the Agile Controller-DCN can directly manage the virtual network and obtain virtual network information from Neutron. The Agile Controller-DCN dynamically calculates network configurations based on virtual network information and automatically maps the information to physical networks.
Figure 10-1 Networking of the Agile Controller-DCN + VXLAN solution
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Table 10-1 describes the layers in the Agile Controller-DCN + VXLAN solution and the functions of each layer. 
Table 10-1 Layers in the Agile Controller-DCN + VXLAN solution
	Layer
	Description

	Cloud platform
	Schedules network, computing, and storage resources as required and provides service management and operations and maintenance (O&M) interfaces. Neutron is a component of the cloud platform, used to provide network services.

	Network controller
	Implements network modeling and instantiation.
The Agile Controller-DCN uses RESTful interfaces to receive network modeling configurations from the cloud platform and convert these configurations into related commands. It uses the OpenFlow and NETCONF protocols to establish channels with network devices in the infrastructure layer to deliver commands to them.

	Infrastructure
	Implements unified planning of physical and virtual networks.
· Uses hardware-based VXLAN gateways to improve service performance.
· Is compatible with traditional VLANs.
 


· Channel Establishment and Maintenance Between the Agile Controller-DCN and Device
The Agile Controller-DCN can detect the tenant status in real time and obtain the virtual network information from the cloud platform. In Figure 10-2, the Agile Controller-DCN dynamically calculates network configurations and flow table information based on virtual network information and automatically maps the information to physical networks after tenants go online.
Figure 10-2 Channel establishment and maintenance between the Agile Controller-DCN and device
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In Figure 10-2, network administrators must have completed the NETCONF and mandatory VXLAN configuration (for example, creating NVE interfaces and configuring VTEP IP addresses) on the device using CLI or Zero Touch Provisioning (ZTP). After the configurations are complete, the Agile Controller-DCN can manage the device using NETCONF.
· The Agile Controller-DCN automatically allocates a controller node to a network device based on the load of the controller cluster and establishes an OpenFlow channel between the network device and the controller node.
· The Agile Controller-DCN receives instructions from the cloud platform and converts the instructions into network device configurations to implement automatic service provisioning.
· The Agile Controller-DCN supports the ARP protocol stack and can learn and process ARP packets. The network device and Agile Controller-DCN use OpenFlow to transmit ARP packets.
· The Agile Controller-DCN delivers the ARP flow table to the network device through the OpenFlow channel to guide packet forwarding. If the OpenFlow channel between the Agile Controller-DCN and network device is disconnected, the ARP flow table will not become aged immediately, so packet forwarding is not interrupted. After the OpenFlow channel is reconnected, the Agile Controller-DCN synchronizes the ARP flow table with the network device to ensure consistent entries.
11  VXLAN Basics
About This Chapter
11.1  Basic Concepts
11.2  VXLAN Packet Format
11.3  Combinations of Underlay and Overlay Networks
11.4  Gateway Classification
11.5  EVPN Basic Principles
11.1  Basic Concepts
Virtual extensible local area network (VXLAN) is an NVO3 network virtualization technology that encapsulates data packets sent from virtual machines (VMs) into UDP packets and encapsulates IP and MAC addresses used on the physical network in outer headers before sending the packets over an IP network. The egress tunnel endpoint then decapsulates and sends the packets to the destination VM.
Figure 11-1 VXLAN architecture
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VXLAN allows a virtual network to provide access services to a large number of tenants. Tenants are able to plan their own virtual networks, not limited by physical network IP addresses or broadcast domains. This greatly simplifies network management. Table 11-1 describes VXLAN concepts.
Table 11-1 VXLAN concepts
	Concept
	Description

	Underlay and overlay networks
	VXLAN allows virtual Layer 2 or Layer 3 networks (overlay networks) to be built over existing physical networks (underlay networks). Overlay networks use encapsulation technologies to transmit tenant packets between sites over Layer 3 forwarding paths provided by underlay networks. Tenants are aware of only overlay networks.

	Network virtualization edge (NVE)
	A network entity that is deployed at the network edge and implements network virtualization functions.
NOTE
vSwitches on devices and servers can function as NVEs.
There are three NVE deployment modes, which are used according to the locations of NVE deployment:
· Hardware mode: All NVEs are deployed on NVE-capable devices, which perform VXLAN encapsulation and decapsulation.
· Software mode: All NVEs are deployed on vSwitches, which perform VXLAN encapsulation and decapsulation.
· Hybrid mode: Some NVEs are deployed on vSwitches, and others on NVE-capable devices. Both vSwitches and NVE-capable devices may perform VXLAN encapsulation and decapsulation.
 

	VXLAN tunnel endpoint (VTEP)
	A VXLAN tunnel endpoint that encapsulates and decapsulates VXLAN packets. It is represented by an NVE on the controller.
A VTEP connects to a physical network and is assigned a physical network IP address, which is irrelevant to virtual networks.
In VXLAN packets, the source IP address is the local node's VTEP address, and the destination IP address is the remote node's VTEP address. This pair of VTEP addresses corresponds to a VXLAN tunnel.

	VXLAN network identifier (VNI)
	A VXLAN segment identifier similar to a VLAN ID. VMs on different VXLAN segments cannot communicate directly at Layer 2.
A VNI identifies only one tenant. Even if multiple end users belong to the same VNI, they are considered one tenant. A VNI consists of 24 bits and supports a maximum of 16M tenants.
In distributed VXLAN gateway scenarios, a VNI can be a Layer 2 or Layer 3 VNI.
· A Layer 2 VNI is mapped to a BD in 1:1 mode for intra-segment transmission of VXLAN packets.
· A Layer 3 VNI is bound to a VPN instance for inter-segment transmission of VXLAN packets.
 

	Bridge domain (BD)
	A Layer 2 broadcast domain through which VXLAN data packets are forwarded.
VNIs identifying VNs must be mapped to BDs in 1:1 mode so that the BDs can function as VXLAN network entity to transmit VXLAN traffic.

	VBDIF interface
	A Layer 3 logical interface created for a BD. Configuring IP addresses for VBDIF interfaces allows communication between VXLANs on different network segments and between VXLANs and non-VXLANs and implements Layer 2 network access to a Layer 3 network.

	Virtual access point (VAP)
	A VXLAN service access point that can be a Layer 2 sub-interface or VLAN.
· If a Layer 2 sub-interface is used as a service access point, it can have different encapsulation types configured to transmit various types of data packets. After a Layer 2 sub-interface is added to a BD, the sub-interface can transmit data packets through this BD.
· If a VLAN is used as a service access point, it can be bound to a BD for data packets in the VLAN to be transmitted through this BD.
 

	Gateway
	A device that ensures communication between VXLANs identified by different VNIs and between VXLANs and non-VXLANs.
A VXLAN gateway can be a Layer 2 or Layer 3 gateway.
· Layer 2 gateway: allows tenants to access VXLANs and intra-segment communication on a VXLAN.
· Layer 3 gateway: allows inter-segment VXLAN communication and access to external networks.
 


Traffic Encapsulation Types
When a Layer 2 sub-interface is used as a service access point, different encapsulation types can be configured for the sub-interface to transmit various types of data packets. After a Layer 2 sub-interface is added to a BD, the sub-interface can transmit data packets through this BD. Table 11-2 describes the different encapsulation types. 
Table 11-2 Traffic encapsulation types
	Traffic Encapsulation Type
	Description

	dot1q
	If a Dot1q sub-interface receives a single-tagged VLAN packet, the sub-interface forwards only the packet with a specified VLAN ID. If a Dot1q sub-interface receives a double-tagged VLAN packet, the sub-interface forwards only the packet with a specified outer VLAN ID.
· When performing VXLAN encapsulation on packets, a Dot1q Layer 2 sub-interface removes the outer tags of the packets. 
· When performing VXLAN decapsulation on packets, a Dot1q Layer 2 sub-interface adds specified VLAN tags to the packets.
When setting the encapsulation type to dot1q for a Layer 2 sub-interface, note the following:
· The VLAN IDs specified for the Layer 2 sub-interface cannot be the same as either the VLAN IDs of packets allowed to pass through the corresponding Layer 2 interfaces or the MUX VLAN IDs.
· Layer 2 and Layer 3 sub-interfaces cannot have the same VLAN IDs specified.
 

	untag
	An untagged Layer 2 sub-interface receives only packets that do not carry VLAN tags.
· When performing VXLAN encapsulation on packets, an untagged Layer 2 sub-interface does not add any VLAN tag to the packets. 
· When performing VXLAN decapsulation on packets, an untagged Layer 2 sub-interface removes the VLAN tags of single-tagged inner packets or the outer VLAN tags of double-tagged inner packets.
When setting the encapsulation type to untag for a Layer 2 sub-interface, note the following:
· Ensure that the corresponding physical interface of the sub-interface does not have any configuration, and is removed from the default VLAN.
· Untagged Layer 2 sub-interfaces can be configured only for Layer 2 physical interfaces and Eth-Trunk interfaces.
· An interface can have only one untagged Layer 2 sub-interface configured.
 

	qinq
	A QinQ sub-interface receives only tagged packets with specified inner and outer VLAN tags.
· When performing VXLAN encapsulation on packets, a QinQ sub-interface removes two VLAN tags from packets if the action of the Layer 2 sub-interface is set to removing two VLAN tags and maintains the VLAN tags of packets if the action of the Layer 2 sub-interface is not set to removing two VLAN tags. 
· When performing VXLAN decapsulation on packets, a QinQ sub-interface adds two specific VLAN tags to packets if the action of the Layer 2 sub-interface is set to removing two VLAN tags and maintain the VLAN tags of packets if the action of the Layer 2 sub-interface is not set to removing two VLAN tags.
A QinQ Layer 2 sub-interface can have a outer VLAN ID range and inner VLAN ID range. When a Layer 2 sub-interface in the QinQ encapsulation mode is used in VXLAN network, the interface does not support the following: When a Layer 2 sub-interface in the QinQ encapsulation mode is bound to a BD, if the rewrite pop double command is not configured, DHCP Snooping and ARP broadcast suppression cannot be configured for the BD, and the corresponding VBDIF interface cannot be created for the BD.
NOTE
The traffic behavior for QinQ interfaces bound to the same BD must be the same. 
If a QinQ Layer 2 sub-interface have a outer VLAN ID range or inner VLAN ID range, the rewrite pop double command can not be configured on the interface.
The outer VLAN encapsulated for a Layer 2 QinQ sub-interface cannot be the same as the default VLAN and allowed VLAN of the corresponding Layer 2 main interface.

	default
	A default Layer 2 sub-interface receives all packets, irrespective of whether the packets carry VLAN tags.
When performing VXLAN encapsulation and decapsulation on packets, a default Layer 2 sub-interface does not process VLAN tags of the packets.
When setting the encapsulation type to default for a Layer 2 sub-interface, note the following:
· Ensure that the interface for the Layer 2 sub-interface is not added to any VLAN.
· Default Layer 2 sub-interfaces can be configured only for Layer 2 physical interfaces and Eth-Trunk interfaces.
· If a default Layer 2 sub-interface is created for an interface, the interface cannot have other types of Layer 2 sub-interfaces configured.
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When a sub-interface that is configured with dot1q and QinQ receives double-tagged VLAN packets, the QinQ sub-interface preferentially processes the packets. For example, if a dot1q and QinQ sub-interface carries the VLAN ID of 10 for dot1q and outer VLAN ID of 10 and inner VLAN ID of 20 for QinQ and receives a packet with the outer VLAN ID of 10 and inner VLAN ID of 20, the QinQ sub-interface preferentially processes the packet. If a dot1q and QinQ sub-interface carries the VLAN ID of 10 for dot1q and outer VLAN ID of 10 and inner VLAN ID of 20 for QinQ and receives a packet with the outer VLAN ID of 10 and inner VLAN ID of non-20, the dot1q sub-interface preferentially processes the packet.
11.2  VXLAN Packet Format
VXLAN is a network virtualization technique that performs MAC-in-UDP encapsulation by adding a UDP header and a VXLAN header before an original Ethernet packet. Figure 11-2 shows the VXLAN packet format.
Figure 11-2 VXLAN packet format
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Table 11-3 Fields in the VXLAN packet format
	Field
	Description

	VXLAN header
	· VXLAN Flags (8 bits): The value is 00001000.
· VNI (24 bits): VXLAN Segment ID or VXLAN Network Identifier used to identify a VXLAN segment.
· Reserved fields (24 bits and 8 bits): must be set to 0.
 

	Outer UDP header
	· DestPort: destination port number, which is 4789 for UDP.
· Source Port: source port number, which is calculated by performing the hash operation on the inner Ethernet frame headers.
 

	Outer IP header
	· IP SA: source IP address, which is the IP address of the local VTEP of a VXLAN tunnel.
· IP DA: destination IP address, which is the IP address of the remote VTEP of a VXLAN tunnel.
If the underlay network is an IPv4 network, the IP address of a VTEP is an IPv4 address. If the underlay network is an IPv6 network, the IP address of a VTEP is an IPv6 address.

	Outer Ethernet header
	· MAC DA: destination MAC address, which is the MAC address mapped to the next-hop IP address based on the destination VTEP address in the routing table of the VTEP on which the VM that sends packets resides.
· MAC SA: source MAC address, which is the MAC address of the VTEP on which the VM that sends packet resides.
· 802.1Q Tag: VLAN tag carried in packets. This field is optional.
· Ethernet Type: Ethernet packet type.
 


11.3  Combinations of Underlay and Overlay Networks
A basic network on which a VXLAN tunnel is established is called underlay Network, whereas the service network carried by the VXLAN tunnel is called overlay network. In VXLAN scenarios, the following combinations of underlay and overlay networks are applicable. 
	Category
	Definition
	Example

	IPv4 over IPv4
	The overlay network and underlay network are both IPv4 networks.
	As shown in Figure 11-3, the server IP and VTEP IP addresses are all IPv4 addresses.

	IPv6 over IPv4
	The overlay network is an IPv6 network, and the underlay network is an IPv4 network.
	As shown in Figure 11-3, the server IP addresses are IPv6 addresses, and the VTEP IP addresses are IPv4 addresses.

	IPv4 over IPv6
	The overlay network is an IPv4 network, and the underlay network is an IPv6 network.
	As shown in Figure 11-3, the server IP addresses are IPv4 addresses, and the VTEP IP addresses are IPv6 addresses.

	IPv6 over IPv6
	The overlay network and underlay network are both IPv6 networks.
	As shown in Figure 11-3, the server IP and VTEP IP addresses are all IPv6 addresses.


Figure 11-3 Combinations of underlay and overlay networks
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VXLAN implementation principles are similar in the preceding combinations of underlay and overlay networks. To make the description concise and clear, an IPv4 over IPv4 network is taken as an example for subsequent descriptions. For other types of network combination, only the implementation differences are described.
11.4  Gateway Classification
A gateway is a device that ensures communication between VXLANs identified by different VNIs and between VXLANs and non-VXLANs.
A VXLAN gateway can be a Layer 2 or Layer 3 gateway.
· Layer 2 gateway: allows tenants to access VXLANs and intra-segment communication on a VXLAN.
· Layer 3 gateway: allows inter-segment VXLAN communication and access to external networks.
Layer 3 VXLAN gateways can be deployed in centralized or distributed mode.
Centralized VXLAN Gateway Mode
In this mode, Layer 3 gateways are configured on one device. On the network shown in Figure 11-4, traffic across network segments is forwarded through Layer 3 gateways to implement centralized traffic management.
Figure 11-4 Centralized VXLAN gateway networking
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Centralized VXLAN gateway deployment has its advantages and disadvantages.
· Advantage: Inter-segment traffic can be centrally managed, and gateway deployment and management is easy.
· Disadvantages:
· Forwarding paths are not optimal. Inter-segment Layer 3 traffic of data centers connected to the same Layer 2 gateway must be transmitted to the centralized Layer 3 gateway for forwarding.
· The ARP entry specification is a bottleneck. ARP entries must be generated for tenants on the Layer 3 gateway. However, only a limited number of ARP entries are allowed by the Layer 3 gateway, impeding data center network expansion.
Distributed VXLAN Gateway Mode
· Background
Deploying distributed VXLAN gateways addresses problems that occur in centralized VXLAN gateway networking. Distributed VXLAN gateways use the spine-leaf network. In this networking, leaf nodes, which can function as Layer 3 VXLAN gateways, are used as VTEPs to establish VXLAN tunnels. Spine nodes are unaware of the VXLAN tunnels and only forward VXLAN packets between different leaf nodes. On the network shown in Figure 11-5, Server 1 and Server 2 on different network segments both connect to Leaf 1. When Server 1 and Server 2 communicate, traffic is forwarded only through Leaf 1, not through any spine node.
Figure 11-5 Distributed VXLAN gateway networking
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A spine node supports high-speed IP forwarding capabilities.
A leaf node can:
· Function as a Layer 2 VXLAN gateway to connect to physical servers or VMs and allow tenants to access VXLANs.
· Function as a Layer 3 VXLAN gateway to perform VXLAN encapsulation and decapsulation to allow inter-segment VXLAN communication and access to external networks.
· Characteristics of distributed VLAN gateways
Distributed VXLAN gateway networking has the following characteristics:
· Flexible deployment. A leaf node can function as both Layer 2 and Layer 3 VXLAN gateways.
· Improved network expansion capabilities. A leaf node only needs to learn the ARP entries of servers attached to it. A centralized Layer 3 gateway in the same scenario, however, has to learn the ARP entries of all servers on the network. Therefore, the ARP entry specification is no longer a bottleneck on a distributed VXLAN gateway.
11.5  EVPN Basic Principles
Introduction
Ethernet virtual private network (EVPN) is a VPN technology used for Layer 2 internetworking. EVPN is similar to BGP/MPLS IP VPN. EVPN defines a new type of BGP network layer reachability information (NLRI), called the EVPN NLRI. The EVPN NLRI defines new BGP EVPN routes to implement MAC address learning and advertisement between Layer 2 networks at different sites.
 VXLAN does not provide the control plane, and VTEP discovery and host information (IP and MAC addresses, VNIs, and gateway VTEP IP address) learning are implemented by traffic flooding on the data plane, resulting in high traffic volumes on DC networks. To address this problem, VXLAN uses EVPN as the control plane. EVPN allows VTEPs to exchange BGP EVPN routes to implement automatic VTEP discovery and host information advertisement, preventing unnecessary traffic flooding.
EVPN uses extended BGP and defines new BGP EVPN routes to transmit VTEP addresses and host information. As such, the application of EVPN on VXLANs moves VTEP discovery and host information learning from the data plane to the control plane.
BGP EVPN Routes
EVPN NLRI defines the following BGP EVPN route types applicable to the VXLAN control plane:
Type 2 route—MAC/IP route
The following figure shows the format of MAC/IP routes.
Figure 11-6 MAC/IP route
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The following table describes the fields.
	Field
	Description

	Route Distinguisher
	RD value of an EVPN instance

	Ethernet Segment Identifier
	Unique ID for defining the connection between local and remote devices

	Ethernet Tag ID
	VLAN ID configured on the device

	MAC Address Length
	Length of the host MAC address carried in the route

	MAC Address
	Host MAC address carried in the route

	IP Address Length
	Mask length of the host IP address carried in the route

	IP Address
	Host IP address carried in the route

	MPLS Label1
	Layer 2 VNI carried in the route

	MPLS Label2
	Layer 3 VNI carried in the route


MAC/IP routes function as follows on the VXLAN control plane:
· MAC address advertisement
To implement Layer 2 communication between intra-subnet hosts, the source and remote VTEPs must learn the MAC addresses of the hosts. The VTEPs function as BGP EVPN peers to exchange MAC/IP routes so that they can obtain the host MAC addresses. The MAC Address Length and MAC Address fields identify the MAC address of a host.
· ARP advertisement
A MAC/IP route can carry both the MAC and IP addresses of a host, and therefore can be used to advertise ARP entries between VTEPs. The MAC Address and MAC Address Length fields identify the MAC address of the host, whereas the IP Address and IP Address Length fields identify the IP address of the host. This type of MAC/IP route is called the ARP route. ARP advertisement applies to the following scenarios:
a. ARP broadcast suppression. After a Layer 3 gateway learns the ARP entries of a host, it generates host information that contains the host IP and MAC addresses, Layer 2 VNI, and gateway's VTEP IP address. The Layer 3 gateway then transmits an ARP route carrying the host information to a Layer 2 gateway. When the Layer 2 gateway receives an ARP request, it checks whether it has the host information corresponding to the destination IP address of the packet. If such host information exists, the Layer 2 gateway replaces the broadcast MAC address in the ARP request with the destination unicast MAC address and unicasts the packet. This implementation suppresses ARP broadcast packets.
b. VM migration in distributed gateway scenarios. After a VM migrates from one gateway to another, the new gateway learns the ARP entry of the VM (after the VM sends gratuitous ARP packets) and generates host information that contains the host IP and MAC addresses, Layer 2 VNI, and gateway's VTEP IP address. The new gateway then transmits an ARP route carrying the host information to the original gateway. After the original gateway receives the ARP route, it detects a VM location change and triggers ARP probe. If ARP probe fails, the original gateway withdraws the ARP and host routes of the VM.
· IP route advertisement
In distributed VXLAN gateway scenarios, to implement Layer 3 communication between inter-subnet hosts, the source and remote VTEPs that function as Layer 3 gateways must learn the host IP routes. The VTEPs function as BGP EVPN peers to exchange MAC/IP routes so that they can obtain the host IP routes. The IP Address Length and IP Address fields identify the destination address of the IP route. In addition, the MPLS Label2 field must carry the Layer 3 VNI. This type of MAC/IP route is called the integrated routing and bridging (IRB) route.
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An ARP route carries host MAC and IP addresses and a Layer 2 VNI. An IRB route carries host MAC and IP addresses, a Layer 2 VNI, and a Layer 3 VNI. Therefore, IRB routes carry ARP routes and can be used to advertise IP routes as well as ARP entries.
Type 3 route—inclusive multicast route
An inclusive multicast route comprises a prefix and a PMSI attribute.
Figure 11-7 Format of an inclusive multicast route
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The following table describes the fields.
	Field
	Description

	Route Distinguisher
	RD value of an EVPN instance

	Ethernet Tag ID
	VLAN ID
The value is all 0s in this type of route.

	IP Address Length
	Mask length of the local VTEP's IP address carried in the route

	Originating Router's IP Address
	Local VTEP's IP address carried in the route

	Flags
	Flags indicating whether leaf node information is required for the tunnel
This field is inapplicable in VXLAN scenarios.

	Tunnel Type
	Tunnel type carried in the route
The value can only be 6, representing Ingress Replication in VXLAN scenarios. It is used for BUM packet forwarding.

	MPLS Label
	Layer 2 VNI carried in the route

	Tunnel Identifier
	Tunnel identifier carried in the route
This field is the local VTEP's IP address in VXLAN scenarios.


This type of route is used on the VXLAN control plane for automatic VTEP discovery and dynamic VXLAN tunnel establishment. VTEPs that function as BGP EVPN peers exchange inclusive multicast routes to transfer Layer 2 VNIs and VTEPs' IP addresses. The Originating Router's IP Address field identifies the local VTEP's IP address; the MPLS Label field identifies a Layer 2 VNI. If the remote VTEP's IP address is reachable at Layer 3, a VXLAN tunnel to the remote VTEP is established. If the remote VNI is the same as the local VNI, an ingress replication list is created for subsequent BUM packet forwarding.
Type 5 route—IP prefix route
The following figure shows the format of IP prefix routes.
Figure 11-8 IP prefix route
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The following table describes the fields.
	Field
	Description

	Route Distinguisher
	RD value of an EVPN instance

	Ethernet Segment Identifier
	Unique ID for defining the connection between local and remote devices

	Ethernet Tag ID
	VLAN ID configured on the device

	IP Prefix Length
	Length of the IP prefix carried in the route

	IP Prefix
	IP prefix carried in the route

	GW IP Address
	Default gateway address
This field is inapplicable in VXLAN scenarios.

	MPLS Label
	Layer 3 VNI carried in the route


The IP Prefix Length and IP Prefix fields in an IP prefix route can identify a host IP address or network segment.
· If the IP Prefix Length and IP Prefix fields in an IP prefix route identify a host IP address, the route is used for IP route advertisement in distributed VXLAN gateway scenarios, which functions the same as an IRB route on the VXLAN control plane.
· If the IP Prefix Length and IP Prefix fields in an IP prefix route identify a network segment, the route allows external network access.
12  Functional Scenarios
About This Chapter
12.1  Centralized VXLAN Gateway Deployment in Static Mode
12.2  Centralized VXLAN Gateway Deployment Using BGP EVPN
12.3  Distributed VXLAN Gateway Deployment Using BGP EVPN
12.4  Distributed VXLAN Gateway Deployment Using MP-BGP
12.1  Centralized VXLAN Gateway Deployment in Static Mode
In centralized VXLAN gateway deployment in static mode, the control plane is responsible for VXLAN tunnel establishment and dynamic MAC address learning; the forwarding plane is responsible for intra-subnet known unicast packet forwarding, intra-subnet BUM packet forwarding, and inter-subnet packet forwarding.
Deploying centralized VXLAN gateways in static mode involves heavy workload and is inflexible, and therefore is inapplicable to large-scale networks. As such, 12.2 
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Centralized VXLAN Gateway Deployment Using BGP EVPN is recommended.
The following VXLAN tunnel establishment uses an IPv4 over IPv4 network as an example. Table 12-1 shows the implementation differences between the other combinations of underlay and overlay networks and IPv4 over IPv4. 
Table 12-1 Implementation differences
	Combination Category
	Implementation Difference

	IPv6 over IPv4
	· During dynamic MAC address learning, a Layer 2 gateway learns the local host's MAC address using neighbor solicitation (NS) packets sent by the host.
· In the inter-subnet interworking scenario, an IPv6 address must be configured for the Layer 3 gateway's VBDIF interface. During inter-subnet packet forwarding, the Layer 3 gateway needs to search its IPv6 routing table for the next-hop address of the destination IPv6 address, queries the ND table based on the next-hop address, and then obtains information such as the destination MAC address.

	IPv4 over IPv6
	· The VTEPs at both ends of a VXLAN tunnel use IPv6 addresses, and IPv6 Layer 3 route reachability must be implemented between the VTEPs.
· When intra-subnet BUM packets are forwarded, only ingress replication mode is supported.

	IPv6 over IPv6
	· The VTEPs at both ends of a VXLAN tunnel use IPv6 addresses, and IPv6 Layer 3 route reachability must be implemented between the VTEPs.
· During dynamic MAC address learning, a Layer 2 gateway learns the local host's MAC address using NS packets sent by the host.
· When intra-subnet BUM packets are forwarded, only ingress replication mode is supported.
· In the inter-subnet interworking scenario, an IPv6 address must be configured for the Layer 3 gateway's VBDIF interface. During inter-subnet packet forwarding, the Layer 3 gateway needs to search its IPv6 routing table for the next-hop address of the destination IPv6 address, queries the ND table based on the next-hop address, and then obtains information such as the destination MAC address.


VXLAN Tunnel Establishment
A VXLAN tunnel is identified by a pair of VTEP IP addresses. A VXLAN tunnel can be statically created after you configure local and remote VNIs, VTEP IP addresses, and an ingress replication list, and the tunnel goes Up when the pair of VTEPs are reachable at Layer 3.
On the network shown in Figure 12-1, Leaf 1 connects to Host 1 and Host 3; Leaf 2 connects to Host 2; Spine functions as a Layer 3 gateway.
· To allow Host 3 and Host 2 to communicate, Layer 2 VNIs and an ingress replication list must be configured on Leaf 1 and Leaf 2. The peer VTEPs' IP addresses must be specified in the ingress replication list. A VXLAN tunnel can be established between Leaf 1 and Leaf 2 if their VTEPs have Layer 3 routes to each other.
· To allow Host 1 and Host 2 to communicate, Layer 2 VNIs and an ingress replication list must be configured on Leaf 1, Leaf 2, and also Spine. The peer VTEPs' IP addresses must be specified in the ingress replication list. A VXLAN tunnel can be established between Leaf 1 and Spine and between Leaf 2 and Spine if they have Layer 3 routes to the IP addresses of the VTEPs of each other. 
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Although Host 1 and Host 3 both connect to Leaf 1, they belong to different subnets and must communicate through the Layer 3 gateway (Spine). Therefore, a VXLAN tunnel is also required between Leaf 1 and Spine.
Figure 12-2 VXLAN tunnel networking
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Dynamic MAC Address Learning
VXLAN supports dynamic MAC address learning to allow communication between tenants. MAC address entries are dynamically created and do not need to be manually maintained, greatly reducing maintenance workload. The following example illustrates dynamic MAC address learning for intra-subnet communication on the network shown in Figure 12-2.
Figure 12-3 Dynamic MAC Address Learning
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95. Host 3 sends an ARP request for Host 2's MAC address. The ARP request carries the source MAC address being MAC3, destination MAC address being all Fs, source IP address being IP3, and destination IP address being IP2.
96. Upon receipt of the ARP request, Leaf 1 determines that the Layer 2 sub-interface receiving the ARP request belongs to a BD that has been bound to a VNI (20), meaning that the ARP request packet must be transmitted over the VXLAN tunnel identified by VNI 20. Leaf 1 then learns the mapping between Host 3's MAC address, BDID (Layer 2 broadcast domain ID), and inbound interface (Port1 for the Layer 2 sub-interface) that has received the ARP request and generates a MAC address entry for Host 3. The MAC address entry's outbound interface is Port1.
97. Leaf 1 then performs VXLAN encapsulation on the ARP request, with the VNI being the one bound to the BD, source IP address in the outer IP header being the VTEP's IP address of Leaf 1, destination IP address in the outer IP header being the VTEP's IP address of Leaf 2, source MAC address in the outer Ethernet header being NVE1's MAC address of Leaf 1, and destination MAC address in the outer Ethernet header being the MAC address of the next hop pointing to the destination IP address. Figure 12-3 shows the VXLAN packet format. The VXLAN packet is then transmitted over the IP network based on the IP and MAC addresses in the outer headers and finally reaches Leaf 2.
Figure 12-4 VXLAN packet format
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98. After Leaf 2 receives the VXLAN packet, it decapsulates the packet and obtains the ARP request originated from Host 3. Leaf 2 then learns the mapping between Host 3's MAC address, BDID, and VTEP's IP address of Leaf 1 and generates a MAC address entry for Host 3. Based on the next hop (VTEP's IP address of Leaf 1), the MAC address entry's outbound interface is iterated to the VXLAN tunnel destined for Leaf1.
99. Leaf 2 broadcasts the ARP request in the Layer 2 domain. Upon receipt of the ARP request, Host 2 finds that the destination IP address is its own IP address and saves Host 3's MAC address to the local MAC address table. Host 2 then responds with an ARP reply.
So far, Host 2 has learned Host 3's MAC address. Therefore, Host 2 responds with a unicast ARP reply. The ARP reply is transmitted to Host 3 in the same manner. After Host 2 and Host 3 learn the MAC address of each other, they will subsequently communicate with each other in unicast mode.
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Dynamic MAC address learning is required only between hosts and Layer 3 gateways in inter-subnet communication scenarios. The process is the same as that for intra-subnet communication.
Intra-Subnet Known Unicast Packet Forwarding
Intra-subnet known unicast packets are forwarded only through Layer 2 VXLAN gateways and are unknown to Layer 3 VXLAN gateways. Figure 12-4 shows the intra-subnet known unicast packet forwarding process.
Figure 12-5 Intra-subnet known unicast packet forwarding
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100. After Leaf 1 receives Host 3's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information and searches for the outbound interface and encapsulation information in the BD.
101. Leaf 1's VTEP performs VXLAN encapsulation based on the encapsulation information obtained and forwards the packets through the outbound interface obtained.
102. Upon receipt of the VXLAN packet, Leaf 2's VTEP verifies the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2 obtains the Layer 2 BD based on the VNI and performs VXLAN decapsulation to obtain the inner Layer 2 packet.
103. Leaf 2 obtains the destination MAC address of the inner Layer 2 packet, adds VLAN tags to the packets based on the outbound interface and encapsulation information in the local MAC address table, and forwards the packets to Host 2.
Host 2 sends packets to Host 3 in the same manner.
Intra-Subnet BUM Packet Forwarding
Intra-subnet BUM packet forwarding is completed between Layer 2 VXLAN gateways. Layer 3 VXLAN gateways do not need to be unaware of the process. Intra-subnet BUM packets can be forwarded in ingress replication mode, centralized replication mode and multicast replication.
Ingress Replication
In ingress replication mode, after a BUM packet enters a VXLAN tunnel, the ingress VTEP performs VXLAN encapsulation based on the ingress replication list and sends the packet to all the egress VTEPs in the list. When the BUM packet leaves the VXLAN tunnel, the egress VTEPs decapsulate the BUM packet. Figure 12-5 shows the forwarding process of a BUM packet in ingress replication mode.
Figure 12-6 Forwarding process of an intra-subnet BUM packet in ingress replication mode
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104. After Leaf 1 receives Terminal A's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information.
105. Leaf 1's VTEP obtains the ingress replication list for the VNI, replicates packets based on the list, and performs VXLAN encapsulation by adding outer headers. Leaf 1 then forwards the VXLAN packet through the outbound interface.
106. Upon receipt of the VXLAN packet, Leaf 2's VTEP and Leaf 3's VTEP verify the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2/Leaf 3 obtains the Layer 2 BD based on the VNI and performs VXLAN decapsulation to obtain the inner Layer 2 packet.
107. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 broadcast domain. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C.
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Terminal B/Terminal C responds to Terminal A in the same process as intra-subnet known unicast packet forwarding.
Centralized Replication
When a BUM packet enters a VXLAN tunnel, the ingress VTEP performs ingress replication to encapsulate the BUM packet. In this mode, the ingress VTEP needs to send one copy of the packet to each remote VTEP, causing traffic to be flooded. The centralized replication mode can prevent this problem. In centralized replication mode, the centralized replication function is configured on the ingress VTEP and the flood proxy IP address is configured on the centralized replicator. When a BUM packet enters a VXLAN tunnel, the ingress VTEP only needs to send one copy of the packet to the centralized replicator, reducing flooded traffic on the network. The centralized replicator is also called flood gateway. The centralized replicator decapsulates and encapsulates the BUM packet and sends it to each egress VTEP. When the BUM packet leaves the VXLAN tunnel, the egress VTEPs decapsulate the BUM packet. Figure 12-6 shows the forwarding process of a BUM packet in centralized replication mode.
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Centralized replication takes precedence over ingress replication. When both the vni flood-vtep and vni head-end peer-list commands are configured on a device, the VXLAN tunnel works in centralized replication mode.
Figure 12-7 Forwarding process of an intra-subnet BUM packet in centralized replication mode
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108. After Leaf 1 receives a packet from Terminal A, Leaf 1 determines the Layer 2 BD of the packet based on the access interface and VLAN information.
109. Leaf 1's VTEP obtains the centralized replication tunnel for the VNI based on the Layer 2 BD and performs VXLAN encapsulation. Leaf 1 then forwards the VXLAN packet through the outbound interface.
110. After Leaf 4 used as the centralized replicator receives the VXLAN packet, it checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI, decapsulates the VXLAN packet to obtain the inner Layer 2 packet, and then performs VXLAN encapsulation based on the matching ingress replication list. After VXLAN encapsulation, the outer source IP address is the VTEP address of Leaf 1. Therefore, MAC address learning among the VTEPs is not affected.
111. After the VTEP on Leaf 2/Leaf 3 receives the VXLAN packet, it checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI and decapsulates the VXLAN packet to obtain the inner Layer 2 packet.
112. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 BD. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C.
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Terminal B/Terminal C responds to Terminal A in the same process as Intra-Subnet Known Unicast Packet Forwarding.
Multicast replication
To reduce flooded traffic caused by the use of ingress replication to send BUM packets, configure the multicast replication mode. In multicast replication mode, all VTEPs with the same VNI join the same multicast group. A multicast routing protocol, such as PIM, is used to create a multicast forwarding entry for the multicast group. When the source VTEP receives a BUM packet, it adds a multicast destination IP address, such as 225.0.0.1, to the BUM packet before sending the packet to the remote VTEPs based on the created multicast forwarding entry, reducing flooded packets. The remote VTEPs decapsulate the VXLAN packet. Figure 12-7 shows the forwarding process of a BUM packet in multicast replication mode.
Figure 12-8 Forwarding process of an intra-subnet BUM packet in multicast replication mode
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113. After receiving a packet from Terminal A, Leaf 1 determines the Layer 2 BD of the packet based on the access interface and VLAN information. 
114. Leaf 1's VTEP obtains the multicast replication address for the VNI based on the Layer 2 BD and performs VXLAN encapsulation. The encapsulated VXLAN packet is displayed as a multicast packet. The VTEP forwards it to Leaf 4 based on the matching multicast forwarding entry. 
115. After receiving the multicast packet, Leaf 4 directly forwards it to Leaf 2 and Leaf 3 based on the matching multicast forwarding entry. 
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Leaf 4 acts as a non-gateway node and directly forwards multicast packets. Leaf 4 can be configured as a gateway node. In this case, Leaf 4 needs to forward multicast packets and decapsulate VXLAN packets. In this way, Leaf 4 is called a BUD node. 
116. After the VTEP on Leaf 2/Leaf 3 receives the packet, it finds that the packet is a VXLAN packet after searching for the outbound interface (NVE interface) in a matching multicast forwarding entry. It checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI and decapsulates the VXLAN packet to obtain the inner Layer 2 packet.
117. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 BD. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C. 
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· After the multicast replication or centralized replication mode is configured, the ingress replication list is used to generate the remote VTEP address list for VXLAN tunnel establishment. Then the multicast replication or centralized replication mode, not the ingress replication mode, applies to BUM packets. 
· Terminal B/Terminal C responds to Terminal A in the same process as intra-subnet known unicast packet forwarding.
Inter-Subnet Packet Forwarding
Inter-subnet packets must be forwarded through a Layer 3 gateway. Figure 12-8 shows inter-subnet packet forwarding in centralized VXLAN gateway scenarios.
Figure 12-9 Inter-subnet packet forwarding
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118. After Leaf 1 receives Host 1's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information and searches for the outbound interface and encapsulation information in the BD.
119. Leaf 1's VTEP performs VXLAN encapsulation based on the outbound interface and encapsulation information and forwards the packets to Spine.
120. After Spine receives the VXLAN packet, it decapsulates the packet and finds that the destination MAC address of the inner packet is the MAC address (MAC3) of the Layer 3 gateway interface (VBDIF10) so that the packet must be forwarded at Layer 3.
121. Spine removes the inner Ethernet header, parses the destination IP address, and searches the routing table for a next hop address. Spine then searches the ARP table based on the next hop address to obtain the destination MAC address, VXLAN tunnel's outbound interface, and VNI.
122. Spine performs VXLAN encapsulation on the inner packet again and forwards the VXLAN packet to Leaf 2, with the source MAC address in the inner Ethernet header being the MAC address (MAC4) of the Layer 3 gateway interface (VBDIF20).
123. Upon receipt of the VXLAN packet, Leaf 2's VTEP verifies the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2 then obtains the Layer 2 broadcast domain based on the VNI and removes the outer headers to obtain the inner Layer 2 packet. It then searches for the outbound interface and encapsulation information in the Layer 2 broadcast domain.
124. Leaf 2 adds VLAN tags to the packets based on the outbound interface and encapsulation information and forwards the packets to Host 2.
Host 2 sends packets to Host 1 in the same manner.
12.2  Centralized VXLAN Gateway Deployment Using BGP EVPN
In centralized VXLAN gateway deployment using BGP EVPN, the control plane is responsible for VXLAN tunnel establishment and dynamic MAC address learning; the forwarding plane is responsible for intra-subnet known unicast packet forwarding, intra-subnet BUM (Broadcast&Unknown-unicast&Multicast) packet forwarding, and inter-subnet packet forwarding. This deployment mode is flexible because EVPN allows dynamic VTEP discovery and VXLAN tunnel establishment, and is therefore applicable to large-scale networks. If centralized VXLAN gateway deployment is needed, using this mode is recommended.
The following VXLAN tunnel establishment uses an IPv4 over IPv4 network as an example. Table 12-2 shows the implementation differences between the other combinations of underlay and overlay networks and IPv4 over IPv4. 
Table 12-2 Implementation differences
	Combination Category
	Implementation Difference

	IPv6 over IPv4
	· During dynamic MAC address learning, a Layer 2 gateway learns the local host's MAC address by the neighbor discovery function. Hosts at both ends learn each other's MAC addresses by exchanging neighbor solicitation (NS) or neighbor advertisement (NA) packets.
· In the inter-subnet interworking scenario, an IPv6 address must be configured for the Layer 3 gateway's VBDIF interface. During inter-subnet packet forwarding, the Layer 3 gateway needs to search its IPv6 routing table for the next-hop address of the destination IPv6 address, queries the ND table based on the next-hop address, and then obtains information such as the destination MAC address.

	IPv4 over IPv6
	Not supported

	IPv6 over IPv6
	Not supported


VXLAN Tunnel Establishment
A VXLAN tunnel is identified by a pair of VTEP IP addresses. During VXLAN tunnel establishment, the local and remote VTEPs attempt to obtain the IP addresses of each other. A VXLAN tunnel can be established if the IP addresses obtained are reachable at Layer 3. When BGP EVPN is used to dynamically establish a VXLAN tunnel, the local and remote VTEPs first establish a BGP EVPN peer relationship and then exchange BGP EVPN routes to transmit VNIs and VTEPs' IP addresses.
On the network shown in Figure 12-9, Leaf 1 connects to Host 1 and Host 3; Leaf 2 connects to Host 2; Spine functions as a Layer 3 gateway. To allow Host 3 and Host 2 to communicate, establish a VXLAN tunnel between Leaf 1 and Leaf 2. To allow Host 1 and Host 2 to communicate, establish a VXLAN tunnel between Leaf 1 and Spine and between Spine and Leaf 2. Although Host 1 and Host 3 both connect to Leaf 1, they belong to different subnets and must communicate through the Layer 3 gateway (Spine). Therefore, a VXLAN tunnel is also required between Leaf 1 and Spine.
Figure 12-10 VXLAN tunnel networking
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The following example illustrates how to use BGP EVPN to dynamically establish a VXLAN tunnel between Leaf 1 and Leaf 2.
Figure 12-11 Dynamic VXLAN tunnel establishment
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125. Leaf 1 and Leaf 2 establish a BGP EVPN peer relationship. Then, Layer 2 broadcast domains are created on Leaf 1 and Leaf 2 and bound to VNIs. A local EVPN instance is created in the Layer 2 broadcast domain, and an RD, export VPN targets (ERT), and import VPN targets (IRT) are configured for the EVPN instance. After the local VTEP's IP address is configured on Leaf 1 and Leaf 2, they generate a BGP EVPN route and send it to each other. The BGP EVPN route carries the local EVPN instance's export VPN target and an inclusive multicast route (Type 3 route defined in BGP EVPN). Figure 12-11 shows the format of an inclusive multicast route, which comprises a prefix and a PMSI attribute. VTEP IP addresses are stored in the Originating Router's IP Address field in the inclusive multicast route prefix, and VNIs are stored in the MPLS Label field in the PMSI attribute.
Figure 12-12 Format of an inclusive multicast route
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126. After Leaf 1 and Leaf 2 receive a BGP EVPN route from each other, they match the export VPN targets of the route against the import VPN targets of the local EVPN instance. If a match is found, the route is accepted. If no match is found, the route is discarded. If the route is accepted, Leaf 1/Leaf 2 obtains the remote VTEP's IP address and VNI carried in the route. If the remote VTEP's IP address is reachable at Layer 3, a VXLAN tunnel to the remote VTEP is established. If the remote VNI is the same as the local VNI, an ingress replication list is created for subsequent BUM packet forwarding.
The processes for dynamic VXLAN tunnel establishment using BGP EVPN between Leaf 1 and Spine and between Leaf 2 and Spine are the same.
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A VPN target is an extended community attribute of BGP for advertising VPN routes. An EVPN instance can have import and export VPN targets configured. The local EVPN instance's export VPN target must match the remote EVPN instance's import VPN target for EVPN route advertisement. If not, VXLAN tunnels cannot be dynamically established. If only one end can successfully accept the BGP EVPN route, this end can establish a VXLAN tunnel to the other end, but cannot exchange data packets with the other end. The other end drops packets after confirming that there is no VXLAN tunnel to the end that has sent these packets.
For details on VPN targets, see Concepts for BGP/MPLS IP VPN.
Dynamic MAC Address Learning
VXLAN supports dynamic MAC address learning to allow communication between tenants. MAC address entries are dynamically created and do not need to be manually maintained, greatly reducing maintenance workload. The following example illustrates dynamic MAC address learning for intra-subnet communication on the network shown in Figure 12-12.
Figure 12-13 Dynamic MAC address learning
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127. When Host 3 communicates with Leaf 1 for the first time, Leaf 1 learns the mapping between Host 3's MAC address, BDID (Layer 2 broadcast domain ID), and inbound interface (Port1 for the Layer 2 sub-interface) that has received the dynamic ARP packet and generates a MAC address entry for Host 3. The MAC address entry's outbound interface is Port1. Leaf 1 generates and sends a BGP EVPN route based on the ARP entry of Host 3 to Leaf 2. The BGP EVPN route carries the local EVPN instance's export VPN targets, Next_Hop attribute, and a Type 2 route (MAC/IP route) defined in BGP EVPN. The Next_Hop attribute carries the local VTEP's IP address. The MAC Address Length and MAC Address fields identify Host 3's MAC address. The Layer 2 VNI is stored in the MPLS Label1 field. Figure 12-13 shows the format of a MAC/IP route. 
Figure 12-14 MAC/IP route
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128. After Leaf 2 receives a BGP EVPN route from Leaf 1, Leaf 2 matches the export VPN targets of the route against the import VPN targets of the local EVPN instance. If a match is found, the route is accepted. If no match is found, the route is discarded. If the route is accepted, Leaf 2 obtains the mapping between Host 3's MAC address, BDID, Leaf 1's VTEP IP address (Next_Hop attribute) and generates a MAC address entry for Host 3. Based on the next hop, the MAC address entry's outbound interface is iterated to the VXLAN tunnel destined for Leaf1.
Leaf 1 learns the MAC address of Host 2 in the same process.
When Host 3 communicates with Host 2 for the first time, Host 3 sends an ARP request for Host 2's MAC address. The ARP request carries the destination MAC address being all Fs and destination IP address being IP2. By default, Leaf 1 broadcasts the ARP request onto the network segment after receiving it. To reduce broadcast packets, ARP broadcast suppression can be enabled on Leaf 1. In the case ARP broadcast suppression is enabled and Leaf 1 receives the ARP request, Leaf 1 checks whether it has Host 2's MAC address based on the destination IP address of the ARP request. If Leaf 1 has Host 2's MAC address, it replaces the destination MAC address of the ARP request with Host 2's MAC address and unicasts the ARP request to Leaf 2 through the VXLAN tunnel. Upon receipt, Leaf 2 forwards the ARP request to Host 2, which then learns Host 3's MAC address and responds with an ARP reply in unicast mode. After Host 3 receives the ARP reply, it learns Host 2's MAC address. So far, Host 2 and Host 3 have learned the MAC address of each other, and will subsequently communicate with each other in unicast mode.
[image: image183.png]



· Dynamic MAC address learning is required only between hosts and Layer 3 gateways in inter-subnet communication scenarios. The process is the same as that for intra-subnet communication.
· Leaf nodes can learn the MAC addresses of hosts during data forwarding, if this capability is enabled. If VXLAN tunnels are established using BGP EVPN, leaf nodes can dynamically learn the MAC addresses of hosts through BGP EVPN routes, rather than data forwarding.
Intra-Subnet Known Unicast Packet Forwarding
Intra-subnet known unicast packets are forwarded only through Layer 2 VXLAN gateways and are unknown to Layer 3 VXLAN gateways. Figure 12-14 shows the intra-subnet known unicast packet forwarding process.
Figure 12-15 Intra-subnet known unicast packet forwarding
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129. After Leaf 1 receives Host 3's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information and searches for the outbound interface and encapsulation information in the BD.
130. Leaf 1's VTEP performs VXLAN encapsulation based on the encapsulation information obtained and forwards the packets through the outbound interface obtained.
131. Upon receipt of the VXLAN packet, Leaf 2's VTEP verifies the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2 obtains the Layer 2 BD based on the VNI and performs VXLAN decapsulation to obtain the inner Layer 2 packet.
132. Leaf 2 obtains the destination MAC address of the inner Layer 2 packet, adds VLAN tags to the packets based on the outbound interface and encapsulation information in the local MAC address table, and forwards the packets to Host 2.
Host 2 sends packets to Host 3 in the same manner.
Intra-Subnet BUM Packet Forwarding
Intra-subnet BUM packet forwarding is completed between Layer 2 VXLAN gateways. Layer 3 VXLAN gateways do not need to be unaware of the process. Intra-subnet BUM packets can be forwarded in ingress replication mode, centralized replication mode and multicast replication.
Ingress Replication
In ingress replication mode, after a BUM packet enters a VXLAN tunnel, the ingress VTEP performs VXLAN encapsulation based on the ingress replication list and sends the packet to all the egress VTEPs in the list. When the BUM packet leaves the VXLAN tunnel, the egress VTEPs decapsulate the BUM packet. Figure 12-15 shows the forwarding process of a BUM packet in ingress replication mode.
Figure 12-16 Forwarding process of an intra-subnet BUM packet in ingress replication mode
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133. After Leaf 1 receives Terminal A's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information.
134. Leaf 1's VTEP obtains the ingress replication list for the VNI, replicates packets based on the list, and performs VXLAN encapsulation by adding outer headers. Leaf 1 then forwards the VXLAN packet through the outbound interface.
135. Upon receipt of the VXLAN packet, Leaf 2's VTEP and Leaf 3's VTEP verify the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2/Leaf 3 obtains the Layer 2 BD based on the VNI and performs VXLAN decapsulation to obtain the inner Layer 2 packet.
136. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 broadcast domain. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C.
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Terminal B/Terminal C responds to Terminal A in the same process as intra-subnet known unicast packet forwarding.
Centralized Replication
When a BUM packet enters a VXLAN tunnel, the ingress VTEP performs ingress replication to encapsulate the BUM packet. In this mode, the ingress VTEP needs to send one copy of the packet to each remote VTEP, causing traffic to be flooded. The centralized replication mode can prevent this problem. In centralized replication mode, the centralized replication function is configured on the ingress VTEP and the flood proxy IP address is configured on the centralized replicator. When a BUM packet enters a VXLAN tunnel, the ingress VTEP only needs to send one copy of the packet to the centralized replicator, reducing flooded traffic on the network. The centralized replicator is also called flood gateway. The centralized replicator decapsulates and encapsulates the BUM packet and sends it to each egress VTEP. When the BUM packet leaves the VXLAN tunnel, the egress VTEPs decapsulate the BUM packet. Figure 12-16 shows the forwarding process of a BUM packet in centralized replication mode.
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Centralized replication takes precedence over ingress replication. When both the vni flood-vtep and vni head-end peer-list commands are configured on a device, the VXLAN tunnel works in centralized replication mode.
Figure 12-17 Forwarding process of an intra-subnet BUM packet in centralized replication mode
[image: image188.png]Terminal C:
P3

MAC3
VLAN 4

Leafs
WNIZO
VTEP:333.3

Terminal A: Leaf
1?1 VNE20 VXLAN
MAC 1 VTEPA1.1.1 y L2
VLANZ 5 Gateway

VTEP2222
Terminal B:
P2
MAC 2
VLAN3

> Traffic forwarding path

Layer2 Layer 2 packet encapsulated Layer 2 packet
packelsent  VXLAN packel encapsuated by Lea 4 after VXLAN encapsulated by Leaf 2
from ¥ decapsulation Leaf 3 after VXLAN
Terminal A Leaft—>Leafd Leats—>Leal2 Leafd >Lead  decapsulation
omAG [Anr |[DMAC _|NelMAC _[DWAC _[NelMAC _|[DMAC _|NelWAC _|[DMAC[AIF

SWAC | NVETMAC | SMAC _|NVE4MAC |[SMAC | NVE4 MAC |[SMAC | MACT

3:3:? o _ T ’
Tag 2 15

DMAC [AIF
SWAC [ MACT

R O v v |,

Tag





137. After Leaf 1 receives a packet from Terminal A, Leaf 1 determines the Layer 2 BD of the packet based on the access interface and VLAN information.
138. Leaf 1's VTEP obtains the centralized replication tunnel for the VNI based on the Layer 2 BD and performs VXLAN encapsulation. Leaf 1 then forwards the VXLAN packet through the outbound interface.
139. After Leaf 4 used as the centralized replicator receives the VXLAN packet, it checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI, decapsulates the VXLAN packet to obtain the inner Layer 2 packet, and then performs VXLAN encapsulation based on the matching ingress replication list. After VXLAN encapsulation, the outer source IP address is the VTEP address of Leaf 1. Therefore, MAC address learning among the VTEPs is not affected.
140. After the VTEP on Leaf 2/Leaf 3 receives the VXLAN packet, it checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI and decapsulates the VXLAN packet to obtain the inner Layer 2 packet.
141. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 BD. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C.
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Terminal B/Terminal C responds to Terminal A in the same process as Intra-Subnet Known Unicast Packet Forwarding.
Multicast replication
To reduce flooded traffic caused by the use of ingress replication to send BUM packets, configure the multicast replication mode. In multicast replication mode, all VTEPs with the same VNI join the same multicast group. A multicast routing protocol, such as PIM, is used to create a multicast forwarding entry for the multicast group. When the source VTEP receives a BUM packet, it adds a multicast destination IP address, such as 225.0.0.1, to the BUM packet before sending the packet to the remote VTEPs based on the created multicast forwarding entry, reducing flooded packets. The remote VTEPs decapsulate the VXLAN packet. Figure 12-17 shows the forwarding process of a BUM packet in multicast replication mode.
Figure 12-18 Forwarding process of an intra-subnet BUM packet in multicast replication mode
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142. After receiving a packet from Terminal A, Leaf 1 determines the Layer 2 BD of the packet based on the access interface and VLAN information. 
143. Leaf 1's VTEP obtains the multicast replication address for the VNI based on the Layer 2 BD and performs VXLAN encapsulation. The encapsulated VXLAN packet is displayed as a multicast packet. The VTEP forwards it to Leaf 4 based on the matching multicast forwarding entry. 
144. After receiving the multicast packet, Leaf 4 directly forwards it to Leaf 2 and Leaf 3 based on the matching multicast forwarding entry. 
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Leaf 4 acts as a non-gateway node and directly forwards multicast packets. Leaf 4 can be configured as a gateway node. In this case, Leaf 4 needs to forward multicast packets and decapsulate VXLAN packets. In this way, Leaf 4 is called a BUD node. 
145. After the VTEP on Leaf 2/Leaf 3 receives the packet, it finds that the packet is a VXLAN packet after searching for the outbound interface (NVE interface) in a matching multicast forwarding entry. It checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI and decapsulates the VXLAN packet to obtain the inner Layer 2 packet.
146. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 BD. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C. 
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· After the multicast replication or centralized replication mode is configured, the ingress replication list is used to generate the remote VTEP address list for VXLAN tunnel establishment. Then the multicast replication or centralized replication mode, not the ingress replication mode, applies to BUM packets. 
· Terminal B/Terminal C responds to Terminal A in the same process as intra-subnet known unicast packet forwarding.
Inter-Subnet Packet Forwarding
Inter-subnet packets must be forwarded through a Layer 3 gateway. Figure 12-18 shows the inter-subnet packet forwarding process.
Figure 12-19 Inter-subnet packet forwarding
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147. After Leaf 1 receives Host 1's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information and searches for the outbound interface and encapsulation information in the BD.
148. Leaf 1's VTEP performs VXLAN encapsulation based on the outbound interface and encapsulation information and forwards the packets to Spine.
149. After Spine receives the VXLAN packet, it decapsulates the packet and finds that the destination MAC address of the inner packet is the MAC address (MAC3) of the Layer 3 gateway interface (VBDIF10) so that the packet must be forwarded at Layer 3.
150. Spine removes the inner Ethernet header, parses the destination IP address, and searches the routing table for a next hop address. Spine then searches the ARP table based on the next hop address to obtain the destination MAC address, VXLAN tunnel's outbound interface, and VNI.
151. Spine performs VXLAN encapsulation on the inner packet again and forwards the VXLAN packet to Leaf 2, with the source MAC address in the inner Ethernet header being the MAC address (MAC4) of the Layer 3 gateway interface (VBDIF20).
152. Upon receipt of the VXLAN packet, Leaf 2's VTEP verifies the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2 then obtains the Layer 2 broadcast domain based on the VNI and removes the outer headers to obtain the inner Layer 2 packet. It then searches for the outbound interface and encapsulation information in the Layer 2 broadcast domain.
153. Leaf 2 adds VLAN tags to the packets based on the outbound interface and encapsulation information and forwards the packets to Host 2.
Host 2 sends packets to Host 1 in the same manner.
12.3  Distributed VXLAN Gateway Deployment Using BGP EVPN
In distributed VXLAN gateway deployment using BGP EVPN, the control plane is responsible for VXLAN tunnel establishment and dynamic MAC address learning; the forwarding plane is responsible for intra-subnet known unicast packet forwarding, intra-subnet BUM packet forwarding, and inter-subnet packet forwarding. This mode supports IP route advertisement, MAC address advertisement, and ARP advertisement, and ARP broadcast suppression can be directly enabled. For details on the functions, see 11.5 
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EVPN Basic Principles. If distributed VXLAN gateways are needed, deploying distributed VXLAN gateways using BGP EVPN is recommended.
The following VXLAN tunnel establishment uses an IPv4 over IPv4 network as an example. Table 12-3 shows the implementation differences between the other combinations of underlay and overlay networks and IPv4 over IPv4. 
Table 12-3 Implementation differences
	Combination Category
	Implementation Difference

	IPv6 over IPv4
	· If VXLAN tunnels are established in BGP EVPN mode in inter-subnet interworking scenarios, IPv6 routes can be advertised only by using IP-prefix routes.
· During dynamic MAC address learning, a Layer 2 gateway learns the local host's MAC address by the neighbor discovery function. Hosts at both ends learn each other's MAC addresses by exchanging neighbor solicitation (NS) or neighbor advertisement (NA) packets.
· During inter-subnet packet forwarding, a gateway must search the IPv6 routing table in the local L3VPN instance.

	IPv4 over IPv6
	Not supported

	IPv6 over IPv6
	Not supported


VXLAN Tunnel Establishment
A VXLAN tunnel is identified by a pair of VTEP IP addresses. During VXLAN tunnel establishment, the local and remote VTEPs attempt to obtain the IP addresses of each other. A VXLAN tunnel can be established if the IP addresses obtained are reachable at Layer 3. When BGP EVPN is used to dynamically establish a VXLAN tunnel, the local and remote VTEPs first establish a BGP EVPN peer relationship and then exchange BGP EVPN routes to transmit VNIs and VTEPs' IP addresses.
In distributed VXLAN gateway scenarios, leaf nodes function as both Layer 2 and Layer 3 VXLAN gateways. Spine nodes are unaware of the VXLAN tunnels and only forward VXLAN packets between different leaf nodes. On the network shown in Figure 12-19, a VXLAN tunnel is established between Leaf 1 and Leaf 2 for Host 1 and Host 2 or Host 3 and Host 2 to communicate. Host 1 and Host 3 both connect to Leaf 1, and therefore communication between Host 1 and Host 3 is allowed through Leaf 1, but not the VXLAN tunnel.
Figure 12-20 VXLAN tunnel networking
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In distributed VXLAN gateway scenarios, VXLAN tunnels can be dynamically established using BGP EVPN for intra-subnet and inter-subnet communication.
Intra-subnet communication
On the network shown in Figure 12-20, intra-subnet communication between Host 2 and Host 3 requires only Layer 2 forwarding. The process for establishing a VXLAN tunnel using BGP EVPN is as follows:
Figure 12-21 Dynamic VXLAN tunnel establishment 1
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154. Leaf 1 and Leaf 2 establish a BGP EVPN peer relationship. Then, Layer 2 broadcast domains are created on Leaf 1 and Leaf 2 and bound to VNIs. An EVPN instance is configured in a Layer 2 broadcast domain, and an RD and export and import VPN targets are configured for the EVPN instance. After the local VTEP's IP address is configured on Leaf 1 and Leaf 2, they generate a BGP EVPN route and send it to each other. The BGP EVPN route carries the local EVPN instance's export VPN target and an inclusive multicast route (Type 3 route defined in BGP EVPN). Figure 12-21 shows the format of an inclusive multicast route, which comprises a prefix and a PMSI attribute. VTEP IP addresses are stored in the Originating Router's IP Address field in the inclusive multicast route prefix, and Layer 2 VNIs are stored in the MPLS Label field in the PMSI attribute.
Figure 12-22 Format of an inclusive multicast route
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155. After Leaf 1 and Leaf 2 receive a BGP EVPN route from each other, they match the export VPN targets of the route against the import VPN targets of the local EVPN instance. If a match is found, the route is accepted. If no match is found, the route is discarded. If the route is accepted, Leaf 1/Leaf 2 obtains the remote VTEP's IP address and Layer 2 VNI carried in the route. If the remote VTEP's IP address is reachable at Layer 3, a VXLAN tunnel to the remote VTEP is established. If the remote Layer 2 VNI is the same as the local Layer 2 VNI, an ingress replication list is created for subsequent BUM packet forwarding.
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A VPN target is an extended community attribute of BGP. An EVPN instance can have import and export VPN targets configured. The local EVPN instance's export VPN target must match the remote EVPN instance's import VPN target for EVPN route advertisement. If not, VXLAN tunnels cannot be dynamically established. If only one end can successfully accept the BGP EVPN route, this end can establish a VXLAN tunnel to the other end, but cannot exchange data packets with the other end. The other end drops packets after confirming that there is no VXLAN tunnel to the end that has sent these packets.
For details on VPN targets, see Concepts for BGP/MPLS IP VPN.
Inter-subnet communication
Inter-subnet communication between Host 1 and Host 2 requires Layer 3 forwarding. When VXLAN tunnels are established using BGP EVPN, Leaf 1 and Leaf 2 must advertise the host IP routes. Generally, 32-bit host IP routes are advertised. Because different leaf nodes may connect to the same network segment on VXLANs, the network segment routes advertised by these leaf nodes may conflict. This conflict may cause host unreachability of some leaf nodes. Leaf nodes can advertise network segment routes in the following scenarios:
· The network segment that a leaf node connects is unique on a VXLAN, and a large number of specific host routes are available. In this case, the network segment routes to which the host IP routes belong can be advertised so that leaf nodes do not have to store all these routes.
· When hosts on a VXLAN need to access external networks, leaf nodes can advertise routes destined for external networks onto the VXLAN to allow other leaf nodes to learn the routes.
Before establishing a VXLAN tunnel, perform the following configurations on Leaf 1 and Leaf 2.
	Configuration Task
	Function

	Create a Layer 2 BD and associate a Layer 2 VNI to the Layer 2 BD.
	A BD functions as a VXLAN network entity to transmit VXLAN data packets.

	Establish a BGP EVPN peer relationship between Leaf 1 and Leaf 2.
	This configuration is used to exchange BGP EVPN routes.

	Configure an EVPN instance in a Layer 2 BD, and configure an RD, export VPN target (ERT), and import VPN target (IRT) for the EVPN instance.
	This configuration is used to generate BGP EVPN routes.

	Configure L3VPN instances for tenants and bind the L3VPN instances to the VBDIF interfaces of the Layer 2 BD.
	This configuration is used to differentiate and isolate IP routing tables of different tenants.

	Specify a Layer 3 VNI for an L3VPN instance.
	This configuration allows the leaf nodes to determine the L3VPN routing table for forwarding data packets.

	Configure export VPN targets (eERT) from an L3VPN instance to an EVPN instance and import VPN targets (eIRT) from an EVPN instance to an L3VPN instance.
	This configuration controls advertisement and reception of BGP EVPN routes between the local L3VPN instance and remote EVPN instance.

	Configure the type of route to be advertised between Leaf 1 and Leaf 2.
	This configuration is used to advertise IP routes between Host 1 and Host 2. Two types of routes are available, IRB and IP prefix routes, which can be selected as needed.
· IRB routes advertise only 32-bit host IP routes. IRB routes carry ARP routes, and therefore ARP broadcast suppression can be enabled on leaf nodes after IRB routes are advertised. This also facilitates VM migration. For details, see 11.5 
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EVPN Basic Principles. If only 32-bit host IP route advertisement is needed, advertising IRB routes is recommended.
· IP prefix routes can advertise both 32-bit host IP routes and network segment routes. However, before IP prefix routes advertise 32-bit host IP routes, direct routes to the host IP addresses must be generated. This will affect VM migration. If only 32-bit host IP route advertisement is needed, advertising IP prefix routes is not recommended. Advertise IP prefix routes only when network segment route advertisement is needed.


Dynamic VXLAN tunnel establishment varies depending on how host IP routes are advertised.
· Host IP routes are advertised through IRB routes. (Figure 12-22 shows the process.)
Figure 12-23 Dynamic VXLAN tunnel establishment 2
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a. When Host 1 communicates with Leaf 1 for the first time, Leaf 1 learns the ARP entry of Host 1 after receiving dynamic ARP packets. Leaf 1 then finds the L3VPN instance bound to the VBDIF interface of the Layer 2 BD where Host 1 resides, and obtains the Layer 3 VNI associated with the L3VPN instance. The EVPN instance of Leaf 1 then generates an IRB route based on the information obtained. Figure 12-23 shows the IRB route. The host IP address is stored in the IP Address Length and IP Address fields; the Layer 3 VNI is stored in the MPLS Label2 field.
Figure 12-24 IRB route
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b. The EVPN instance of Leaf 1 obtains Host 1's IP address and Layer 3 VNI from the IRB route and sends it to the local L3VPN instance. The L3VPN instance then stores Host 1's IP route in the routing table. Figure 12-24 shows the host IP route.
Figure 12-25 Local host IP route
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c. Leaf 1 generates and sends a BGP EVPN route to Leaf 2. The BGP EVPN route carries the local EVPN instance's export VPN targets (ERT), extended community attribute, Next_Hop attribute, and the IRB route. The extended community attribute carries the tunnel type (VXLAN tunnel) and local VTEP MAC address; the Next_Hop attribute carries the local VTEP IP address.
d. After Leaf 2 receives the BGP EVPN route from Leaf 1, Leaf 2 processes the route as follows:
 Matches the ERT of the route against the import VPN targets (IRT) of the local EVPN instance. If a match is found, the route is accepted. If no match is found, the route is discarded. After the EVPN instance obtains IRB routes, it can extract ARP routes from the IRB routes to implement ARP advertisement.
 Matches the ERT of the route against the import VPN targets (eIRT) of the local L3VPN instance. If a match is found, the route is accepted. The L3VPN instance obtains the IRB route, extracts Host 1's IP address and Layer 3 VNI, stores Host 1's IP route in the routing table. Based on the next hop, the IP route's outbound interface is iterated to the VXLAN tunnel destined for Leaf1. Figure 12-25 shows the host route.
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Only when the ERT in a BGP EVPN route is different from the local EVPN instance's IRT and local L3VPN instance's eIRT, the route is discarded.
Figure 12-26 Remote host IP route
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 If the route is accepted by the EVPN instance or L3VPN instance, Leaf 2 obtains Leaf 1's VTEP IP address from the Next_Hop attribute. If the VTEP IP address is reachable at Layer 3, a VXLAN tunnel to Leaf 1 is established.
Leaf 1 establishes a VXLAN tunnel to Leaf 2 in the same process.
· Host IP routes are advertised through IP prefix routes. Figure 12-26 shows the process.
Figure 12-27 Dynamic VXLAN tunnel establishment 3
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e. Leaf 1 generates a direct route to Host 1's IP address. Then, Leaf 1 has an L3VPN instance configured to import the direct route, so that Host 1's IP route is saved to the routing table of the L3VPN instance and the Layer 3 VNI associated with the L3VPN instance is added. Figure 12-27 shows the host IP route.
Figure 12-28 Local host IP route
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If network segment route advertisement is required, use a dynamic routing protocol, such as OSPF. Then, configure an L3VPN instance to import the routes of the dynamic routing protocol.
f. If Leaf 1 is configured to advertise IP routes in the L3VPN instance to the EVPN instance, Leaf 1 advertise Host 1's IP routes in the L3VPN instance to the EVPN instance. The EVPN instance then generates IP prefix routes. Figure 12-28 shows the IP prefix route. The host IP address is stored in the IP Prefix Length and IP Prefix fields; the Layer 3 VNI is stored in the MPLS Label field.
Figure 12-29 IP prefix route
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g. Leaf 1 generates and sends a BGP EVPN route to Leaf 2. The BGP EVPN route carries the local L3VPN instance's export VPN targets (eERT), extended community attribute, Next_Hop attribute, and the IP prefix route. The extended community attribute carries the tunnel type (VXLAN tunnel) and local VTEP MAC address; the Next_Hop attribute carries the local VTEP IP address. 
h. After Leaf 2 receives the BGP EVPN route from Leaf 1, Leaf 2 processes the route as follows:
 Matches the eERT of the route against the import VPN targets (eIRT) of the local L3VPN instance. If a match is found, the route is accepted. If no match is found, the route is discarded. The L3VPN instance obtains the IP prefix route, extracts Host 1's IP address and Layer 3 VNI, stores Host 1's IP route in the routing table, and sets the next hop's iterated outbound interface to the VXLAN tunnel interface. Figure 12-29 shows the host route.
Figure 12-30 Remote host IP route
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 If the route is accepted by the L3VPN instance, Leaf 2 obtains Leaf 1's VTEP IP address from the Next_Hop attribute. If the VTEP IP address is reachable at Layer 3, a VXLAN tunnel to Leaf 1 is established.
Leaf 1 establishes a VXLAN tunnel to Leaf 2 in the same process.
Dynamic MAC Address Learning
VXLAN supports dynamic MAC address learning to allow communication between tenants. MAC address entries are dynamically created and do not need to be manually maintained, greatly reducing maintenance workload. In distributed VXLAN gateway scenarios, inter-subnet communication requires Layer 3 forwarding; MAC address learning is implemented using ARP between the local host and gateway. The following example illustrates dynamic MAC address learning for intra-subnet communication on the network shown in Figure 12-30.
Figure 12-31 Dynamic MAC address learning
[image: image208.png]VNE20 | @ Type2 route

VTEP:1.1.1.1/32

NextHop
ERT

Host3

MAC3

1P3:192.168.20 232

VTEP:2.2.22/32

Host2
MAC2
1P2:192.168.20.1/32




156. When Host 3 communicates with Leaf 1 for the first time, Leaf 1 learns the mapping between Host 3's MAC address, BDID (Layer 2 broadcast domain ID), and inbound interface (Port1 for the Layer 2 sub-interface) that has received the dynamic ARP packet and and generates a MAC address entry for Host 3. The MAC address entry's outbound interface is Port1. Leaf 1 generates and sends a BGP EVPN route based on the ARP entry of Host 3 to Leaf 2. The BGP EVPN route carries the local EVPN instance's export VPN targets, Next_Hop attribute, and a Type 2 route (MAC/IP route) defined in BGP EVPN. The Next_Hop attribute carries the local VTEP's IP address. The MAC Address Length and MAC Address fields identify Host 3's MAC address. The Layer 2 VNI is stored in the MPLS Label1 field. Figure 12-31 shows the format of a MAC/IP route. 
Figure 12-32 MAC/IP route
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157. After Leaf 2 receives a BGP EVPN route from Leaf 1, Leaf 2 matches the export VPN targets of the route against the import VPN targets of the local EVPN instance. If a match is found, the route is accepted. If no match is found, the route is discarded. If the route is accepted, Leaf 2 obtains the mapping between Host 3's MAC address, BDID, Leaf 1's VTEP IP address (Next_Hop attribute) and generates a MAC address entry for Host 3. Based on the next hop, the MAC address entry's outbound interface is iterated to the VXLAN tunnel destined for Leaf1.
Leaf 1 learns the MAC route of Host 2 in the same process.
When Host 3 communicates with Host 2 for the first time, Host 3 sends an ARP request for Host 2's MAC address. The ARP request carries the destination MAC address being all Fs and destination IP address being IP2. By default, Leaf 1 broadcasts the ARP request onto the network segment after receiving it. To reduce broadcast packets, ARP broadcast suppression can be enabled on Leaf 1. In the case ARP broadcast suppression is enabled and Leaf 1 receives the ARP request, Leaf 1 checks whether it has Host 2's MAC address based on the destination IP address of the ARP request. If Leaf 1 has Host 2's MAC address, it replaces the destination MAC address of the ARP request with Host 2's MAC address and unicasts the ARP request to Leaf 2 through the VXLAN tunnel. Upon receipt, Leaf 2 forwards the ARP request to Host 2, which then learns Host 3's MAC address and responds with an ARP reply in unicast mode. After Host 3 receives the ARP reply, it learns Host 2's MAC address. So far, Host 2 and Host 3 have learned the MAC address of each other, and will subsequently communicate with each other in unicast mode.
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Leaf nodes can learn the MAC addresses of hosts during data forwarding, if this capability is enabled. If VXLAN tunnels are established using BGP EVPN, leaf nodes can dynamically learn the MAC addresses of hosts through BGP EVPN routes, rather than data forwarding.
Intra-Subnet Known Unicast Packet Forwarding
Intra-subnet known unicast packets are forwarded only through Layer 2 VXLAN gateways and are unknown to Layer 3 VXLAN gateways. Figure 12-32 shows the intra-subnet known unicast packet forwarding process.
Figure 12-33 Intra-subnet known unicast packet forwarding
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158. After Leaf 1 receives Host 3's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information and searches for the outbound interface and encapsulation information in the BD.
159. Leaf 1's VTEP performs VXLAN encapsulation based on the encapsulation information obtained and forwards the packets through the outbound interface obtained.
160. Upon receipt of the VXLAN packet, Leaf 2's VTEP verifies the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2 obtains the Layer 2 BD based on the VNI and performs VXLAN decapsulation to obtain the inner Layer 2 packet.
161. Leaf 2 obtains the destination MAC address of the inner Layer 2 packet, adds VLAN tags to the packets based on the outbound interface and encapsulation information in the local MAC address table, and forwards the packets to Host 2.
Host 2 sends packets to Host 3 in the same process.
Intra-Subnet BUM Packet Forwarding
Intra-subnet BUM packet forwarding is completed between Layer 2 VXLAN gateways. Layer 3 VXLAN gateways do not need to be unaware of the process. Intra-subnet BUM packets can be forwarded in ingress replication mode, centralized replication mode and multicast replication.
Ingress Replication
In ingress replication mode, after a BUM packet enters a VXLAN tunnel, the ingress VTEP performs VXLAN encapsulation based on the ingress replication list and sends the packet to all the egress VTEPs in the list. When the BUM packet leaves the VXLAN tunnel, the egress VTEPs decapsulate the BUM packet. Figure 12-33 shows the forwarding process of a BUM packet in ingress replication mode.
Figure 12-34 Forwarding process of an intra-subnet BUM packet in ingress replication mode
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162. After Leaf 1 receives Terminal A's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information.
163. Leaf 1's VTEP obtains the ingress replication list for the VNI, replicates packets based on the list, and performs VXLAN encapsulation by adding outer headers. Leaf 1 then forwards the VXLAN packet through the outbound interface.
164. Upon receipt of the VXLAN packet, Leaf 2's VTEP and Leaf 3's VTEP verify the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2/Leaf 3 obtains the Layer 2 BD based on the VNI and performs VXLAN decapsulation to obtain the inner Layer 2 packet.
165. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 broadcast domain. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C.
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Terminal B/Terminal C responds to Terminal A in the same process as intra-subnet known unicast packet forwarding.
Centralized Replication
When a BUM packet enters a VXLAN tunnel, the ingress VTEP performs ingress replication to encapsulate the BUM packet. In this mode, the ingress VTEP needs to send one copy of the packet to each remote VTEP, causing traffic to be flooded. The centralized replication mode can prevent this problem. In centralized replication mode, the centralized replication function is configured on the ingress VTEP and the flood proxy IP address is configured on the centralized replicator. When a BUM packet enters a VXLAN tunnel, the ingress VTEP only needs to send one copy of the packet to the centralized replicator, reducing flooded traffic on the network. The centralized replicator is also called flood gateway. The centralized replicator decapsulates and encapsulates the BUM packet and sends it to each egress VTEP. When the BUM packet leaves the VXLAN tunnel, the egress VTEPs decapsulate the BUM packet. Figure 12-34 shows the forwarding process of a BUM packet in centralized replication mode.
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Centralized replication takes precedence over ingress replication. When both the vni flood-vtep and vni head-end peer-list commands are configured on a device, the VXLAN tunnel works in centralized replication mode.
Figure 12-35 Forwarding process of an intra-subnet BUM packet in centralized replication mode
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166. After Leaf 1 receives a packet from Terminal A, Leaf 1 determines the Layer 2 BD of the packet based on the access interface and VLAN information.
167. Leaf 1's VTEP obtains the centralized replication tunnel for the VNI based on the Layer 2 BD and performs VXLAN encapsulation. Leaf 1 then forwards the VXLAN packet through the outbound interface.
168. After Leaf 4 used as the centralized replicator receives the VXLAN packet, it checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI, decapsulates the VXLAN packet to obtain the inner Layer 2 packet, and then performs VXLAN encapsulation based on the matching ingress replication list. After VXLAN encapsulation, the outer source IP address is the VTEP address of Leaf 1. Therefore, MAC address learning among the VTEPs is not affected.
169. After the VTEP on Leaf 2/Leaf 3 receives the VXLAN packet, it checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI and decapsulates the VXLAN packet to obtain the inner Layer 2 packet.
170. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 BD. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C.
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Terminal B/Terminal C responds to Terminal A in the same process as Intra-Subnet Known Unicast Packet Forwarding.
Multicast replication
To reduce flooded traffic caused by the use of ingress replication to send BUM packets, configure the multicast replication mode. In multicast replication mode, all VTEPs with the same VNI join the same multicast group. A multicast routing protocol, such as PIM, is used to create a multicast forwarding entry for the multicast group. When the source VTEP receives a BUM packet, it adds a multicast destination IP address, such as 225.0.0.1, to the BUM packet before sending the packet to the remote VTEPs based on the created multicast forwarding entry, reducing flooded packets. The remote VTEPs decapsulate the VXLAN packet. Figure 12-35 shows the forwarding process of a BUM packet in multicast replication mode.
Figure 12-36 Forwarding process of an intra-subnet BUM packet in multicast replication mode
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171. After receiving a packet from Terminal A, Leaf 1 determines the Layer 2 BD of the packet based on the access interface and VLAN information. 
172. Leaf 1's VTEP obtains the multicast replication address for the VNI based on the Layer 2 BD and performs VXLAN encapsulation. The encapsulated VXLAN packet is displayed as a multicast packet. The VTEP forwards it to Leaf 4 based on the matching multicast forwarding entry. 
173. After receiving the multicast packet, Leaf 4 directly forwards it to Leaf 2 and Leaf 3 based on the matching multicast forwarding entry. 
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Leaf 4 acts as a non-gateway node and directly forwards multicast packets. Leaf 4 can be configured as a gateway node. In this case, Leaf 4 needs to forward multicast packets and decapsulate VXLAN packets. In this way, Leaf 4 is called a BUD node. 
174. After the VTEP on Leaf 2/Leaf 3 receives the packet, it finds that the packet is a VXLAN packet after searching for the outbound interface (NVE interface) in a matching multicast forwarding entry. It checks the UDP destination port number, source and destination IP addresses, and VNI of the packet to determine the packet validity. After confirming that the packet is valid, the VTEP obtains the BD based on the VNI and decapsulates the VXLAN packet to obtain the inner Layer 2 packet.
175. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packet and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packet onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 BD. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packet, and forwards the packet to Terminal B/Terminal C. 
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· After the multicast replication or centralized replication mode is configured, the ingress replication list is used to generate the remote VTEP address list for VXLAN tunnel establishment. Then the multicast replication or centralized replication mode, not the ingress replication mode, applies to BUM packets. 
· Terminal B/Terminal C responds to Terminal A in the same process as intra-subnet known unicast packet forwarding.
Inter-Subnet Packet Forwarding
Inter-subnet packets must be forwarded through a Layer 3 gateway. Figure 12-36 shows the inter-subnet packet forwarding process in distributed VXLAN gateway scenarios.
Figure 12-37 Inter-subnet packet forwarding
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176. After Leaf 1 receives a packet from Host 1, it finds that the destination MAC address of the packet is a gateway MAC address so that the packet must be forwarded at Layer 3.
177. Leaf 1 determines the Layer 2 broadcast domain of the packet based on the inbound interface and accordingly finds the L3VPN instance bound to the VBDIF interface of the Layer 2 broadcast domain. Leaf 1 then searches the L3VPN routing table and finds the destination address of packet. Figure 12-37 shows the host route in the L3VPN routing table. Leaf 1 obtains the Layer 3 VNI and next hop address of the host route and find that the iterated outbound interface is a VXLAN tunnel interface. Therefore, Leaf 1 determines that the packet must be transmitted through a VXLAN tunnel. Because the packet must be transmitted over a VXLAN tunnel, Leaf 1 performs VXLAN encapsulation as follows:
· Obtains the MAC address based on the VXLAN tunnel's source and destination IP addresses and replace the source and destination MAC addresses in the inner Ethernet header.
· Encapsulates the packet with the Layer 3 VNI.
· Encapsulates the VXLAN tunnels' source and destination IP addresses in the outer IP header, and Leaf 1's NVE1 MAC address as the source MAC address and MAC address of the next hop pointing to the destination IP address as the destination MAC address in the outer Ethernet header.
Figure 12-38 Host route in the L3VPN routing table
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178. The VXLAN packet is then transmitted over the IP network based on the IP and MAC addresses in the outer headers and finally reaches Leaf 2.
179. After Leaf 2 receives the VXLAN packet, it decapsulates the packet and finds that the destination MAC address is its own MAC address so that the packet must be forwarded at Layer 3.
180. Leaf 2 determines the L3VPN instance bound to the Layer 3 VNI of the packet, searches the L3VPN routing table, and finds the next hop being the gateway IP address. Leaf 2 replaces the destination MAC address with Host 2's MAC address (MAC2) and source MAC address with Leaf 2's MAC address and sends the packet to Host 2. Figure 12-38 shows the host route in the L3VPN routing table.
Figure 12-39 Host route in the L3VPN routing table
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Host 2 sends packets to Host 1 in the same process.
12.4  Distributed VXLAN Gateway Deployment Using MP-BGP
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CE12800E does not support distributed VXLAN gateway deployment using MP-BGP.
In distributed VXLAN gateway deployment using Multi-protocol Extensions for Border Gateway Protocol (MP-BGP), the control plane is responsible for VXLAN tunnel establishment and dynamic MAC address learning; the forwarding plane is responsible for intra-subnet known unicast packet forwarding, intra-subnet BUM packet forwarding, and inter-subnet packet forwarding. This deployment mode provides only simple functions, because MP-BGP supports only IP route advertisement, not MAC address advertisement. If ARP broadcast suppression is required, EVN is needed. If distributed VXLAN gateways are needed, 12.3 

REF _EN-US_HDITACONCEPT_0102236833-chtext \h
Distributed VXLAN Gateway Deployment Using BGP EVPN is recommended.
This function is only supported for IPv4 over IPv4 networks but not for other combinations of underlay and overlay networks. 
VXLAN Tunnel Establishment
A VXLAN tunnel is identified by a pair of VTEP IP addresses. During dynamic VXLAN tunnel establishment, the local and remote VTEPs attempt to obtain the IP addresses of each other. A dynamic VXLAN tunnel can be established if the IP addresses obtained are reachable at Layer 3.
In distributed VXLAN gateway scenarios, leaf nodes, which can function as both Layer 2 and Layer 3 VXLAN gateways, are used as VTEPs to establish VXLAN tunnels. Spine nodes are unaware of the VXLAN tunnels and only forward VXLAN packets between different leaf nodes. On the network shown in Figure 12-39, a VXLAN tunnel is established between Leaf 1 and Leaf 2 for communication between Host 1 and Host 2 and between Host 3 and Host 2. Host 1 and Host 3 both connect to Leaf 1, and therefore communication between Host 1 and Host 3 is allowed through Leaf 1, but not the VXLAN tunnel.
Figure 12-40 VXLAN tunnel networking
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When MP-BGP is used to dynamically establish a VXLAN tunnel, the local and remote VTEPs first establish a BGP VPNv4 peer relationship and then exchange BGP VPNv4 routes to transmit VNIs and VTEPs' IP addresses. Intra-subnet communication requires only Layer 2 forwarding. Therefore, the leaf nodes do not need to learn host IP routes or have L3VPN instances and BGP VPNv4 peers configured. In this scenario, VXLAN tunnels can be established in static mode. Inter-subnet communication requires Layer 3 forwarding, and therefore MP-BGP can be used to dynamically establish VXLAN tunnels.
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MP-BGP is a multi-protocol extension of BGP-4. Legacy BGP-4 defined in RFC 1771 can manage IPv4 routes but not the routes of VPNs with overlapping address space. To correctly process VPN routes, MP-BGP defined in RFC 4760 supports multiple network protocols and uses the address family to differentiate network layer protocols. An address family can be an IPv4 address family or BGP VPNv4 address family. When VXLAN tunnels are dynamically established using MP-BGP, they are actually established over BGP VPNv4 routes.
Intra-subnet communication
On the network shown in Figure 12-39, to allow Host 3 and Host 2 to communicate, Layer 2 VNIs and an ingress replication list must be configured on Leaf 1 and Leaf 2. The peer VTEPs' IP addresses must be specified in the ingress replication list. A VXLAN tunnel can be established between Leaf 1 and Leaf 2 if they have Layer 3 routes to the IP addresses of the VTEPs of each other.
Inter-subnet communication
On the network shown in Figure 12-40, Host 1 and Host 2 reside on different subnets. Leaf 1 and Leaf 2 function only as Layer 3 VXLAN gateways and use MP-BGP to establish a VXLAN tunnel. The process is as follows:
Figure 12-41 Dynamic VXLAN tunnel establishment
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181. Layer 2 broadcast domains are created on Leaf 1 and Leaf 2 and bound to Layer 2 VNIs.
182. An L3VPN instance is configured on Leaf 1 and Leaf 2, and an RD, export VPN targets, and import VPN targets are configured for the L3VPN instance. Leaf 1 and Leaf 2 establish a BGP VPNv4 peer relationship. Because inter-subnet communication requires Layer 3 forwarding, the leaf nodes must learn the host IP routes and store them in the local IP routing table. To differentiate and isolate IP routing tables of different tenants, L3VPN instances are bound to VBDIF interfaces of the Layer 2 broadcast domain. This configuration allows tenants' IP routes to be stored in the corresponding L3VPN routing table. An L3VPN instance must be associated with a Layer 3 VNI for the leaf node to determine the L3VPN routing table for forwarding data packets.
183. Leaf 1 generates a direct route to Host 1's IP address. Then, Leaf 1 has an L3VPN instance configured to import the direct route, so that Host 1's IP route is saved to the routing table of the L3VPN instance and the Layer 3 VNI associated with the L3VPN instance is added. Figure 12-41 shows the host IP route.
Figure 12-42 Local host IP route
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If network segment route advertisement is required, use a dynamic routing protocol, such as OSPF. Then, configure an L3VPN instance to import the routes of the dynamic routing protocol.
184. Leaf 1 generates and sends a BGP VPNv4 route in the L3VPN instance to Leaf 2. This route carries the extended BGP remote-nexthop attribute, L3VPN instance's RD and export VPN targets, and destination IP address prefix. The destination IP address prefix identifies Server 1's host IP address; the remote-nexthop attribute carries the VXLAN tunnel type, VXLAN tunnel's destination IP address (Leaf 1's VTEP IP address), Layer 3 VNI, and gateway MAC address. Figure 12-42 shows the format of the remote-nexthop attribute.
Figure 12-43 Format of the remote-nexthop attribute
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185. After Leaf 2 receives a BGP VPNv4 route from Leaf 1, Leaf 2 matches the export VPN targets of the route against the import VPN targets of the local L3VPN instance. If a match is found, the route is accepted. If no match is found, the route is discarded. If the route is accepted, Leaf 2 obtains Leaf 1's VTEP IP address from the remote-nexthop attribute. If the VTEP IP address is reachable at Layer 3, a VXLAN tunnel to Leaf 1 is established. 
186. Leaf 2 obtains Host 1's IP address and Layer 3 VNI, stores Host 1's IP route in the routing table of the L3VPN instance, and sets the next hop's iterated outbound interface to the VXLAN tunnel interface. Figure 12-43 shows the host IP route.
Figure 12-44 Remote host IP route
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Leaf 1 establishes a VXLAN tunnel to Leaf 2 in the same process.
Dynamic MAC Address Learning
VXLAN supports dynamic MAC address learning to allow communication between tenants. MAC address entries are dynamically created and do not need to be manually maintained, greatly reducing maintenance workload. In distributed VXLAN gateway scenarios, inter-subnet communication requires Layer 3 forwarding; MAC address learning is implemented using ARP between the local host and gateway. The following example illustrates dynamic MAC address learning for intra-subnet communication on the network shown in Figure 12-44.
Figure 12-45 Dynamic MAC address learning
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187. Host 3 sends an ARP request for Host 2's MAC address. The ARP request carries the source MAC address being MAC3, destination MAC address being all Fs, source IP address being IP3, and destination IP address being IP2.
188. Upon receipt of the ARP request, Leaf 1 determines that the Layer 2 sub-interface receiving the ARP request belongs to a BD that has been bound to a VNI (20), meaning that the ARP request packet must be transmitted over the VXLAN tunnel identified by VNI 20. Leaf 1 then learns the mapping between Host 3's MAC address, BDID (Layer 2 broadcast domain ID), and inbound interface (Port1 for the Layer 2 sub-interface) that has received the ARP request and generates a MAC address entry.
189. Leaf 1 then performs VXLAN encapsulation on the ARP request, with the VNI being the one bound to the BD, source IP address in the outer IP header being the VTEP's IP address of Leaf 1, destination IP address in the outer IP header being the VTEP's IP address of Leaf 2, source MAC address in the outer Ethernet header being NVE1's MAC address of Leaf 1, and destination MAC address in the outer Ethernet header being the MAC address of the next hop pointing to the destination IP address. Figure 12-45 shows the VXLAN packet format. The VXLAN packet is then transmitted over the IP network based on the IP and MAC addresses in the outer headers and finally reaches Leaf 2.
Figure 12-46 VXLAN packet format
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190. After Leaf 2 receives the VXLAN packet, it decapsulates the packet and obtains the ARP request originated from Host 3. Leaf 2 then learns the mapping between Host 3's MAC address, BDID, and VTEP's IP address of Leaf 1 and generates a MAC address entry. 
191. Leaf 2 broadcasts the ARP request in the Layer 2 domain. Upon receipt of the ARP request, Host 2 finds that the destination IP address is its own IP address and generates a MAC address entry. Host 2 then responds with an ARP reply.
So far, Host 2 has learned Host 3's MAC address. Therefore, Host 2 responds with a unicast ARP reply. The ARP reply is transmitted to Host 3 in the same manner. After Host 2 and Host 3 learn the MAC address of each other, they will subsequently communicate with each other in unicast mode.
Intra-Subnet Known Unicast Packet Forwarding
Intra-subnet known unicast packets are forwarded only through Layer 2 VXLAN gateways and are unknown to Layer 3 VXLAN gateways. Figure 12-46 shows the intra-subnet known unicast packet forwarding process.
Figure 12-47 Intra-subnet known unicast packet forwarding
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192. After Leaf 1 receives Host 3's packet, it determines the Layer 2 BD of the packet based on the access interface and VLAN information and searches for the outbound interface and encapsulation information in the BD.
193. Leaf 1's VTEP performs VXLAN encapsulation based on the encapsulation information obtained and forwards the packets through the outbound interface obtained.
194. Upon receipt of the VXLAN packet, Leaf 2's VTEP verifies the VXLAN packet based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2 obtains the Layer 2 BD based on the VNI and performs VXLAN decapsulation to obtain the inner Layer 2 packet.
195. Leaf 2 obtains the destination MAC address of the inner Layer 2 packet, adds VLAN tags to the packets based on the outbound interface and encapsulation information in the local MAC address table, and forwards the packets to Host 2.
Host 2 sends packets to Host 3 in the same manner.
Intra-Subnet BUM Packet Forwarding
Intra-subnet BUM packets are forwarded only through Layer 2 VXLAN gateways and are unknown to Layer 3 VXLAN gateways. An ingress replication list must be configured for forwarding BUM packets when a VXLAN tunnel is created. When a BUM packet enters a VXLAN tunnel, the ingress VTEP uses ingress replication to perform VXLAN encapsulation. When the BUM packet leaves the VXLAN tunnel, the egress VTEP decapsulates the BUM packet. Figure 12-47 shows the BUM packet forwarding process.
[image: image234.png]



Ingress replication: After an interface receives BUM packets, the local VTEP obtains a list of VTEPs on the same VXLAN segment as itself through the control plane and sends a copy of the BUM packets to every VTEP in the list. Ingress replication allows BUM packets to be transmitted in broadcast mode, independent of multicast routing protocols.
Figure 12-48 Intra-subnet BUM packet forwarding
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196. After Leaf 1 receives Terminal A's packets, it determines the Layer 2 BD of the packets based on the access interface and VLAN information.
197. Leaf 1's VTEP obtains the ingress replication list for the VNI, replicates packets based on the list, and performs VXLAN encapsulation by adding outer headers. Leaf 1 then forwards the VXLAN packets through the outbound interface.
198. Upon receipt of the VXLAN packets, Leaf 2's VTEP and Leaf 3's VTEP verify the VXLAN packets based on the UDP destination port number, source and destination IP addresses, and VNI. Leaf 2/Leaf 3 obtains the Layer 2 BD based on the VNI and performs VXLAN decapsulation to obtain the inner Layer 2 packets.
199. Leaf 2/Leaf 3 checks the destination MAC address of the inner Layer 2 packets and finds it a BUM MAC address. Therefore, Leaf 2/Leaf 3 broadcasts the packets onto the network connected to the terminals (not the VXLAN tunnel side) in the Layer 2 broadcast domain. Specifically, Leaf 2/Leaf 3 finds the outbound interfaces and encapsulation information not related to the VXLAN tunnel, adds VLAN tags to the packets, and forwards the packets to Terminal B/Terminal C.
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Terminal B/Terminal C responds to Terminal A in the same process as intra-subnet known unicast packet forwarding.
Inter-Subnet Packet Forwarding
Inter-subnet packets must be forwarded through a Layer 3 gateway. Figure 12-48 shows the inter-subnet packet forwarding process in distributed VXLAN gateway scenarios.
Figure 12-49 Inter-subnet packet forwarding
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200. After Leaf 1 receives a packet from Host 1, it finds that the destination MAC address of the packet is a gateway MAC address so that the packet must be forwarded at Layer 3.
201. Leaf 1 determines the Layer 2 broadcast domain of the packet based on the inbound interface and accordingly finds the L3VPN instance bound to the VBDIF interface of the Layer 2 broadcast domain based on the destination IP address of the packet. Leaf 1 then searches the L3VPN routing table, obtains the Layer 3 VNI and next hop address of the host route, and finds that the iterated outbound interface is a VXLAN tunnel interface. Figure 12-49 shows the host route in the L3VPN routing table.
Figure 12-50 Host route in the L3VPN routing table
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 Because the packet must be transmitted over a VXLAN tunnel, Leaf 1 performs VXLAN encapsulation as follows:
· Obtains the MAC address based on the VXLAN tunnel's source and destination IP addresses and replace the source and destination MAC addresses in the inner Ethernet header.
· Encapsulates the packet with the Layer 3 VNI.
· Encapsulates the VXLAN tunnels' source and destination IP addresses in the outer IP header, and Leaf 1's NVE1 MAC address as the source MAC address and MAC address of the next hop pointing to the destination IP address as the destination MAC address in the outer Ethernet header.
202. The VXLAN packet is then transmitted over the IP network based on the IP and MAC addresses in the outer headers and finally reaches Leaf 2.
203. After Leaf 2 receives the VXLAN packet, it decapsulates the packet and finds that the destination MAC address is its own MAC address so that the packet must be forwarded at Layer 3.
204. Leaf 2 determines the L3VPN instance bound to the Layer 3 VNI of the packet, searches the L3VPN routing table, and finds the next hop being the gateway IP address. Leaf 2 replaces the destination MAC address with Host 2's MAC address (MAC2) and source MAC address with Leaf 2's MAC address and sends the packet to Host 2. Figure 12-50 shows the host route in the L3VPN routing table.
Figure 12-51 Host route in the L3VPN routing table
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The packet forwarding process from Host 2 to Host 1 is similar.
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This function is supported when the underlay network is an IPv4 network, and is not supported when the underlay network is an IPv6 network.
Background
Multiple gateways are often deployed on a VXLAN network to improve reliability. When one gateway fails, traffic can be rapidly switched to another gateway. This prevents service interruptions.
VRRP can be used to improve the reliability. In VRRP networking, only the active gateway can forward traffic and provide the gateway service. The standby gateway provides the gateway service only after the active gateway fails. This switchover mechanism reduces gateway usage and slows down convergence. It is required that reliability be guaranteed and multiple gateways be used to forward traffic to make full use of gateway resources.
Figure 13-1 Centralized all-active VXLAN gateway
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Centralized all-active VXLAN gateway can be deployed to meet the preceding requirements. In typical networking composed of spine and leaf switches, the same VTEP address is configured for spine switches to simulate them into one VTEP, and then all spine switches are configured with Layer 3 gateway. Regardless of the spine switch to which traffic is sent, the spine switch can provide the gateway service and correctly forward packets to the next-hop device. Similarly, regardless of the spine switch to which external traffic is sent, traffic can be correctly forwarded to hosts. As shown in Figure 13-1, Spine1 and Spine2 are configured with centralized all-active VXLAN gateway so that they can forward traffic simultaneously. This function improves device resource usage and convergence performance.
When centralized all-active VXLAN gateways are deployed, the spine switch functions as the Layer 3 gateway. Entries of tenants whose packets are forwarded at Layer 3 are generated on the spine switch. However, the space of the spine switch is limited, and may present a bottleneck when increasing numbers of VMs or servers are deployed. 
Concepts
In Figure 13-1, the concepts relevant to centralized all-active VXLAN gateway are described as follows:
· Spine
Layer 3 gateway on a VXLAN network. The spine switch decapsulates VXLAN packets and forwards them again, allowing servers or VMs between subnets to communicate and physical servers and VMs to communicate with the external network.
· Leaf
Layer 2 access device on a VXLAN network. The leaf switch connects to a physical server or VM, encapsulates packets from physical servers and VMs into VXLAN packets, and transmits them on the VXLAN network.
· vVTEP
In all-active VXLAN gateway networking, when the same VTEP address is configured for multiple gateways, the gateways form an all-active gateway group and function as a vVTEP.
All-active gateway packet forwarding
Either IPv4 or IPv6 addresses can be configured for hosts. This means that a VXLAN overlay network can be an IPv4 or IPv6 network. Figure 13-2 shows an IPv4 overlay network.
· When the network communication between devices is normal:
· Leaf1 learns two gateway routes through a routing protocol, and selects the optimum path according to route selection rules. When the costs of the two paths are the same, equal-cost routes are available to implement link backup and traffic load balancing.
· Spine1 and Spine2 advertise Layer 3 VXLAN gateway routes to the IP core network, which advertises routes from other networks to Spine1 and Spine2.
Figure 13-2 Links are normal
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· If the link between Spine1 and Leaf1 fails or Spine1 fails:
· The routes that come from Spine1 and are saved on Leaf1 are deleted. According to route selection rules, routes of Spine2 are preferred to reach the IP core network.
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If there are multiple links between Leaf1 and Spine1, routes of Spine1 will not be deleted if one link fails. Therefore, Leaf1 can still learn two gateway routes through a routing protocol, and select an optimal path according to route selection rules.
· Spine1's network segment routes are deleted due to the link or device fault. According to route selection rules, routes of Spine2 are preferred to forward traffic from the IP core network to the server. Packets do not reach Spine1.
Figure 13-3 A downlink of a spine switch or the spine switch fails
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· When the link between Spine1 and the IP core network fails:
· The Monitor Link group can be configured so that downlink interface synchronizes the uplink interface status. On Spine1, the routes to the IP core network are deleted. On Leaf1, the saved routes from Spine1 are also deleted.
Later on, traffic from Leaf1 reaches the IP core network through Spine2. Similarly, Spine2 sends traffic from the IP core network to Leaf1.
· The open programmability system (OPS) mechanism can also be used to run Python scripts on devices. When Spine1 detects an uplink fault, Spine1 automatically decreases the priority of the advertised VTEP host route, so that all traffic is bypassed to Spine2. After the uplink fault recovers, Spine1 automatically restores the priority of the advertised VTEP host route, so that traffic is load balanced between Spine1 and Spine2. This allows for smooth fault recovery.
Figure 13-4 An uplink of a spine switch fails
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ARP Entry Synchronization
In an all-active gateway scenario where the overlay network is an IPv4 network, multiple gateways advertise routes of the same subnet to the upper-layer routing device so that the upper-layer routing device has equal-cost routes to the specified network segment. Traffic from the upper-layer routing device is sent to a gateway through an equal-cost route. If there is no ARP entry of the destination host on the gateway, ARP packets are flooded and traffic is discarded.
To ensure correct traffic forwarding, all-active gateways must synchronize ARP entries. That is, when any host in the subnet where a gateway is deployed goes online, all gateways learn the ARP entry of the host. The device provides the following modes to implement ARP entry synchronization:
· Controller mode: Dynamic ARP learning is disabled on the VBDIF interfaces of all-active gateways. The controller manages and controls ARP entries uniformly. When a host goes online, the controller obtains the ARP entry of the host and delivers the ARP entry to all-active gateways.
· Single-node mode: The device automatically learns ARP entries, but does not depend on the controller. The working mechanism is as follows:
a. A user specifies the IP addresses of all neighbors of a gateway in a DFS group, so that the gateway establishes neighbor relationships with devices with specified IP addresses.
b. After neighbor relationships are established, the gateways synchronize ARP entries from each other.
Two methods are available for synchronizing ARP entries:
 Real-time synchronization: After receiving an ARP request packet, a gateway synchronizes the new entry or the change to an existing entry to other gateways to ensure ARP entry consistency on the gateways.
 Batch synchronization: A gateway working for a period synchronizes its large number of ARP entries to a new gateway or an existing gateway that recovers from a fault in a batch.
In an all-active gateway scenario where the overlay network is an IPv4 network, multiple gateways advertise routes of the same subnet to the upper-layer routing device so that the upper-layer routing device has equal-cost routes to the specified network segment. Traffic from the upper-layer routing device is sent to a gateway through an equal-cost route. If there is no ND entry of the destination host on the gateway, ND packets are flooded and traffic is discarded.
To ensure correct traffic forwarding, all-active gateways must synchronize ND entries. That is, when any host in the subnet where a gateway is deployed goes online, all gateways learn the ND entry of the host. The working mechanism is as follows:
205. A user specifies the IP addresses of all neighbors of a gateway in a DFS group, so that the gateway establishes neighbor relationships with devices with specified IP addresses.
206. After neighbor relationships are established, the gateways synchronize ND entries from each other.
Two methods are available for synchronizing ND entries:
· Real-time synchronization: After receiving an NS packet, a gateway synchronizes the new entry or the change to an existing entry to other gateways to ensure ND entry consistency on the gateways.
· Batch synchronization: A gateway working for a period synchronizes its large number of ND entries to a new gateway or an existing gateway that recovers from a fault in a batch.
13.2  VXLAN Dual-Active Access
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The CE12800E switches do not support VXLAN dual-active access.
Background
To improve reliability, servers are often dual-homed to a VXLAN network through double network adapters. When one network adapter of a server fails, services are not interrupted.
In the preceding scenario, two network adapters work in active/standby mode. Only the active network adapter can receive and send packets, whereas the standby network adapter cannot. This results in a waste of the network adapter and link bandwidth. Two network adapters are required to work in dual-active mode to forward traffic simultaneously, making full use of network adapters and bandwidth resources.
The following problems may occur:
· The server may receive the same traffic from two upstream devices connected to it.
· The network device that communicates with the server continuously receives traffic from two devices, causing frequent MAC address flapping on the network device.
Figure 13-5 VXLAN dual-active access networking
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VXLAN dual-active can solve the preceding problems. As shown in Figure 13-5, Server2 is dual-homed to a VXLAN network.
· Multi-chassis link aggregation group (M-LAG) technologies virtualize two access devices connected to the server into one device, eliminating the redundant path.
· Two dual-homing devices use the same Virtual VTEP address. For the remote device, the two devices function as one logical device that connects to the VXLAN network. MAC address flapping is therefore eliminated.
Concepts
In Figure 13-5, the concepts relevant to VXLAN dual-active access are described as follows:
· vVTEP
In VXLAN dual-active access networking, when the same VTEP IP address is for the access devices connected to a dual-homed server, the devices encapsulate the same VTEP IP address in VXLAN packets. To other devices on the same VXLAN network, the two devices function as one logical device.
· Peer-link
There must be a direct link between two devices where M-LAG is deployed and the link must be a peer-link, which is a protection link.
After an interface is configured as a peer-link interface, the device automatically creates a QinQ sub-interface for each VNI on the interface. The QinQ sub-interface is used to add the two M-LAG-enabled devices to the corresponding BD of the VNI. Users cannot perform operations on the QinQ sub-interface.
When traffic enters the peer-link interface, the switch can map IP packets based on the DSCP priority only and map non-IP packets based on the priority by the port priority command only.
· Dynamic Fabric Service (DFS) group
A DFS group is used for device pairing to ensure correct service packet forwarding in VXLAN dual-active access networking.
· M-LAG interface
An M-LAG interface is an Eth-Trunk that is established between two M-LAG-enabled devices and connect to a server.
Working Mechanism of Access-Side M-LAG
The following describes M-LAG protocol packets and their functions.
· M-LAG negotiation packet
As shown in Figure 13-5, after the M-LAG configuration is complete, the devices exchange M-LAG negotiation packets over the peer-link to pair with each other. They pair up to form a DFS group before negotiating to determine the master and backup states.
· M-LAG heartbeat packet
As shown in Figure 13-5, after completing master/backup negotiation, the devices send M-LAG heartbeat packets over network-side links to detect the status of the remote device. 
The following figure describes how devices configured with M-LAG determine the master/backup and link status when the network is normal and faulty.
· In VXLAN dual-active access networking that is running normally:
The Eth-Trunk links are both in the Up state, and PE1 and PE2 load balance traffic. Services are isolated unidirectionally on peer-links and at the M-LAG and network sides to prevent loops on the network.
Figure 13-6 No fault occurs
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· When the peer-link fails:
The master and slave states of the devices determine the Eth-Trunk status. The Eth-Trunk on the master device is still Up. The Eth-Trunk on the backup device becomes Down, and the dual-homing networking changes into single-homing networking. If the peer-link fails but the heartbeat status is normal, the M-LAG interface on the slave device enters the Error-Down state. When the peer-link recovers, the physical interface in Error-Down state is restored to the Up state.
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If a peer-link interface and M-LAG interface are deployed on the same card, a failure of the peer-link interface will cause the M-LAG interface to fail. In this situation, the Eth-Trunks at both ends become Down, causing a traffic forwarding failure and service interruption. To improve reliability, the peer-link interface and M-LAG interface must be deployed on different cards.
Figure 13-7 Peer-link fails
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· When the master device fails:
The backup device becomes the master device and continues forwarding traffic, with its Eth-Trunk still in the Up state. The Eth-Trunk on the master device becomes Down, and dual-homing networking changes into single-homing networking.
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If the backup device fails, the master and backup states remain unchanged and the Eth-Trunk of the backup device becomes Down. The Eth-Trunk on the master device is still in Up state and continues forwarding traffic, and dual-homing networking changes into single-homing networking.
Figure 13-8 Master device fails
[image: image252.png]Backup > Master




· When the Eth-Trunk on the VXLAN network fails, the following situations occur:
The M-LAG master and backup states remain unchanged, and traffic is switched to another Eth-Trunk. The faulty Eth-Trunk becomes Down. M-LAG stops traffic forwarding on the faulty Eth-Trunk, and dual-homing networking changes into single-homing networking.
Figure 13-9 Eth-Trunk fails
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Packet Forwarding Process in VXLAN Dual-Active Access Networking
In VXLAN dual-active access networking, the same vVTEP address is manually configured on Device1 and Device2 so that Device1 and Device2 encapsulate the same vVTEP address in VXLAN packets.
In addition, Device1 and Device2 check the vVTEP address of each other. If Device1 and Device2 have the same vVTEP address, they exchange their VTEP addresses and MAC addresses. When the peer-link or one device fails, VXLAN notifies the other device quickly to change dual-homing networking into single-homing networking.
As shown in Figure 13-5, a peer-link is deployed between Device1 and Device2, and the two devices use the same vVTEP address. Server2, Device1, and Device2 constitute VXLAN dual-active access networking. VXLAN protocol processes traffic of different types and from different directions differently.
· Unicast traffic from a dual-active interface
Device1 and Device2 work in load balancing mode to forward traffic together.
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Numbers 1 and 2 in the figure represent different types of traffic.
Figure 13-10 Unicast traffic from a dual-active interface
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· BUM traffic from a dual-active interface
BUM traffic from Server2 is load balanced between Device1 and Device2. The following uses the forwarding process on Device1 as an example.
Device1 encapsulates the vVTEP address into the received BUM traffic and forwards the traffic to each next-hop device. When the traffic arrives at Device2, Device2 forwards the traffic only to Server3 but not to Server2 or the VXLAN network side according to the unidirectional isolation mechanism.
Figure 13-11 BUM traffic from a dual-active interface
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· Unicast traffic from the VXLAN network
If the unicast traffic is sent to a dual-active interface, traffic is encapsulated with the vVTEP address and load balanced between Device1 and Device2, which then forward the traffic to the attached dual-homed device.
Figure 13-12 Unicast traffic from the VXLAN network
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· BUM traffic from the VXLAN network
The BUM traffic that is sent to a dual-active interface and encapsulated with the vVTEP address is load balanced between Device1 and Device2. The following uses Device1 as an example.
Device1 decapsulates and forwards the traffic to each user-side interface. Because the peer-link is isolated from the backup interface, traffic arriving at Device2 is not forwarded to Server2, avoiding routing loops.
Figure 13-13 BUM traffic from the VXLAN network
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13.3  ARP Broadcast Suppression
When tenants access each other for the first time, they send ARP requests, which are broadcast on Layer 2 networks and may cause a broadcast storm. To prevent this problem, ARP broadcast suppression can be enabled on Layer 2 VXLAN gateways.
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This function is only supported for IPv4 over IPv4 networks but not for other combinations of underlay and overlay networks.
Figure 13-14 ARP broadcast suppression networking
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On the network shown in Figure 13-14, the Layer 3 VXLAN gateway dynamically learns ARP entries of tenants and generates host information (host IP address, MAC address, VTEP address, and VNI ID) based on the ARP entries. The Layer 3 VXLAN gateway then uses MP-BGP or BGP EVPN to advertise the host information to MP-BGP or BGP EVPN peers. Layer 2 VXLAN gateways that are MP-BGP or BGP EVPN peers then use the learned host information for ARP broadcast suppression.
When Server1 accesses Server2 for the first time, Server1 broadcasts an ARP request message for Server2's MAC address. The process is as follows:
207. Server1 broadcasts an ARP request message for Server2's MAC address.
208. Device1, a Layer 2 VXLAN gateway, receives the ARP request message and searches host information.
· If the host information on Device1 contains Server2 information, Device1 replaces the destination MAC address and target MAC in the broadcast ARP request message with Server2's MAC address, performs VXLAN encapsulation, and forwards the VXLAN packet.
· If the host information on Device1 does not contain Server2 information, Device1 retains the destination MAC address in the broadcast ARP request message, performs VXLAN encapsulation, and forwards the VXLAN packet. 
209. Device2, a Layer 2 VXLAN gateway, receives and decapsulates the VXLAN packet and obtains the ARP request message. Device2 then determines whether the destination MAC address in the ARP request message is a broadcast MAC address.
· If the destination MAC address is a broadcast address, Device2 broadcasts the ARP request message to the user side in the Layer 2 broadcast domain.
· If the destination MAC address is not a broadcast address, Device2 forwards the ARP request message to the destination host Server2.
210. Server2 receives the ARP request message and responds with an ARP reply message.
211. Server1 receives the ARP reply message and generates an ARP entry in the ARP cache. By now, Server1 can communicate with Server2.
13.4  BD-based Layer 2 Proxy ARP
Background
On a VXLAN, after a Layer 2 gateway receives an ARP request packet, it broadcasts the packet within the BD. If the Layer 2 gateway receives a large number of ARP request packets within a period and broadcasts the packets, excessive ARP request packets are forwarded on the VXLAN, consuming excessive network resources and causing network congestion. As a result, the network performance deteriorates, and user services are affected. To resolve this problem, BD-based Layer 2 proxy ARP can be deployed on the Layer 2 gateway.
Layer 2 proxy ARP is an effective mechanism that helps minimize the number of broadcast ARP packets. After receiving an ARP request packet, the Layer 2 gateway with Layer 2 proxy ARP enabled preferentially sends an ARP reply packet. It broadcasts the packet only when it fails to respond to the packet.
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This function is supported for IPv4 over IPv4 and IPv4 over IPv6 networks but not for IPv6 over IPv4 or IPv6 over IPv6 networks.
Implementation
As shown in Figure 13-15, BD-based Layer 2 proxy ARP is enabled on the Layer 2 gateways. After the user access-side interface receives an ARP request packet, the involved Layer 2 gateway listens to the packet for ARP source information and records the source IP address, source MAC address, inbound interface information in a local ARP snooping binding entry, which provides references for Layer 2 proxy ARP. Additionally, if the VXLAN tunnel is established in BGP EVPN mode, BGP EVPN can be enabled to collect host information per BD on the Layer 2 gateways. This configuration allows Layer 2 gateways to synchronize listened user ARP information with each other through BGP EVPN routes (MAC/IP routes). Then the local Layer 2 gateway adds the synchronized source IP address, source MAC address, and source VTEP IP address to another local ARP snooping binding entry.
When a Layer 2 gateway receives another ARP request packet, the gateway searches its local ARP snooping binding entries (including the locally listened entries and those synchronized with the other gateway) for an entry that matches the packet's destination IP address:
· If the matching entry exits, the gateway directly sends an ARP reply packet based on the found information.
· If no matching entry exits, the gateway broadcasts the ARP request packet.
In this way, the number of broadcast ARP packets is minimized on the VXLAN.
Figure 13-15 BD-based Layer 2 proxy ARP
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Deployment Scenario
BD-based Layer 2 proxy ARP is applicable if a VXLAN tunnel is established in BGP EVPN mode to implement Layer 2 interconnection, and it is deployed only on Layer 2 gateways.
13.5  Using VXLAN to Implement DCI
To meet the requirements of geographical redundancy, inter-regional operations, and user access, an increasing number of enterprises are deploying data centers (DCs) across multiple regions.Data Center Interconnect (DCI) is a solution that enables intercommunication between the VMs of multiple DCs. Using technologies such as VXLAN and BGP EVPN, DCI securely and reliably transmits DC packets over carrier networks. With DCI, intercommunication between the VMs of multiple DCs is possible regardless of whether these VMs reside on the same VLAN.
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This function is supported for IPv4 over IPv4 and IPv6 over IPv4 networks but not for IPv4 over IPv6 or IPv6 over IPv6 networks.
Three DCI solutions are currently available: end-to-end VXLAN, VLAN hand-off, and three-segment VXLAN. These solutions are described in the following table. 
Table 13-1 DCI interconnection solutions
	Solution
	Scenario
	Functionality
	Advantage
	Disadvantage

	Using End-to-End VXLAN to Implement DCI
	One end-to-end VXLAN tunnel is established between two DCs.
This solution is recommended for small-scale DCs.
	· Layer 2 interconnection is implemented between VMs on the same subnet.
· Layer 3 interconnection is implemented between VMs on different subnets.
 
	· The VXLAN tunnel is logically created within a DC and is easy to configure and maintain.
· DCI devices are not required to maintain tenant MAC or IP address information.
 
	· The VNI and the routing protocols used in all DCs must be identical.
· The VXLAN settings, including tenant MAC addresses, IP routing information, and RTs, for different DCs must be planned uniformly.
 

	Using VLAN Hand-off to Implement DCI
	One VXLAN tunnel is established in each DC. One VXLAN tunnel is also established between the DCI-VTEPs. Leaf nodes deployed on the edge of the DC network provide VLAN access for services. DCI-VTEPs process these services and send them to the peer DC.
This solution is recommended for large-scale, modular DCs.
	Layer 2 interconnection is implemented between VMs on the same subnet.
	· The routing protocols running in different DCs are independent. DCs are not required to use the same protocols.
· VXLAN can encapsulate different information in different DCs. The solution is architecture-agnostic and allows interconnection between heterogeneous DCs.
· It is not necessary to orchestrate information between DCs.
· Bandwidth, policy, and broadcast storm control can be conveniently performed at the DCI ingress.
 
	· Performance requirements on DCI devices are high. DCI devices are required to maintain tenant MAC or IP address information.
· Inter-DC communication is possible only for services on the same subnet.

	Using Three-Segment VXLAN to Implement DCI
	One VXLAN tunnel segment is established in each of the two DCs. One VXLAN tunnel segment is also established between the DCs.
This solution is recommended for large-scale, modular DCs.
	Layer 3 interconnection is implemented between VMs on different subnets.
This section describes the Layer 3 intercommunication scenario. For details about the Layer 2 intercommunication scenario, see 13.6 

REF _EN-US_HDITACONCEPT_0102236897-chtext \h
VXLAN Mapping.
	· The routing protocols running in different DCs are independent. DCs are not required to use the same protocols.
· VXLAN can encapsulate different information in different DCs. The solution is architecture-agnostic and allows interconnection between heterogeneous DCs.
· It is not necessary to orchestrate information between DCs.
· The solution uses Layer 3 interconnection, which reduces Layer 2 flooding and prevents broadcast storms in one DC from affecting other DCs.
 
	· Performance requirements on DCI devices are high. DCI devices are required to maintain tenant MAC or IP address information.
· It is necessary to maintain multiple VXLAN tunnel segments, which increases the complexity of O&M.
 


Using End-to-End VXLAN to Implement DCI
End-to-end VXLAN establishes one end-to-end VXLAN tunnel between two DCs. As shown in One end-to-end VXLAN tunnel is established between two DCs., BGP EVPN transmits MAC or host routing information between Leaf 1 in DC A and Leaf 4 in DC B. The next hop of the MAC or host route is not modified during transmission. This process establishes an end-to-end tunnel between the VTEPs on Leaf 1 and Leaf 4.The following uses VMa1 and VMb2 in Figure 13-16 as an example to describe the process of establishing a VXLAN tunnel and forwarding data packets within a subnet.
Figure 13-16 Using end-to-end VXLAN to implement DCI
[image: image264.png]VXLAN Tunnel





Control Plane
212. Leaf 1 learns the information of host VMa1, generates a BGP EVPN route, and sends it to Leaf 2. This BGP EVPN route carries the export VPN target of the local EVPN instance, and its next hop is the VTEP address on Leaf 1.
213. Upon receipt of the BGP EVPN route, Leaf 2 sends it to Leaf 3 without changing the next hop of the route.
214. Upon receipt of the BGP EVPN route, Leaf 3 sends it to Leaf 4 without changing the next hop of the route.
215. Upon receipt of the BGP EVPN route, Leaf 4 checks the export VPN target of the EVPN instance that it carries. If the export VPN target carried by the route is the same as the import VPN target of the local EVPN instance, Leaf 4 accepts the route. If not, Leaf 4 discards the route. After accepting the BGP EVPN route, Leaf 4 obtains the next hop of the route, which is the VTEP address of Leaf 1. Leaf 4 then establishes a VXLAN tunnel to Leaf 1 according to the process described in VXLAN Tunnel Establishment.
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The process of establishing a VXLAN tunnel across different subnets is not described in this section. For details, see VXLAN Tunnel Establishment.
Data Packet Forwarding
End-to-end VXLAN supports inter-subnet packet forwarding as well as the forwarding of known unicast packets and BUM packets on the same subnet. The data packet forwarding process in end-to-end VXLAN is the same as that shown in 12.3 

REF _EN-US_HDITACONCEPT_0102236833-chtext \h
Distributed VXLAN Gateway Deployment Using BGP EVPN and is therefore not described here.
Using VLAN Hand-off to Implement DCI
VLAN hand-off establishes one VXLAN tunnel in each DC and another tunnel between the DCI-VTEPs. Leaf nodes deployed on the edge of the DC network can access the DCI-VTEPs through layer 2 sub-interface. As shown in Figure 13-17, BGP EVPN is configured to establish VXLAN tunnels in both DC A and DC B so that the VMs deployed in each DC can communicate with each other. Through layer 2 sub-interface, Leaf 2 accesses DCI-VTEP 1 and Leaf 3 accesses DCI-VTEP2. EVPN is configured to establish a VXLAN tunnel between DCI-VTEP 1 and DCI-VTEP2 so that the VMs can communicate across DCs. Leaf 2 and Leaf 3 decapsulate the VXLAN packets they receive from DCs and send them to a DCI-VTEP. The DCI-VTEP receives these packets, re-encapsulates them into VXLAN packets, and then sends them to the peer DCI-VTEP. This process allows VXLAN tunnels to provide end-to-end bearing for inter-DC packets and ensures that the VMs in different DCs can communicate with each other.
Figure 13-17 Using VLAN hand-off to implement DCI
[image: image266.png]



Control Plane
The process for advertising the routes of the VXLAN tunnels configured between Leaf 1 and Leaf 2, between Leaf 3 and Leaf 4, and DCI-VTEP 1 and DCI-VTEP2 is the same as that shown in VXLAN Tunnel Establishment and is therefore not described here.
Forwarding Plane
VLAN hand-off supports the forwarding of known unicast packets and BUM packets on the same subnet. The following uses the forwarding of known unicast packets within a subnet as an example. The process for forwarding BUM packets is not described in this section.
[image: image267.png]



For details about BUM packet forwarding, see BUM Packet Forwarding Within a Subnet.
216. After receiving Layer 2 packets from VMa1 in DC A that are destined for VMb2 in DC B, Leaf 1 obtains the corresponding Layer 2 broadcast domain from the VLAN information in the packets and the port that they access. Leaf 1 determines the outbound interface and encapsulation information for that broadcast domain, and accordingly encapsulates the received packets into VXLAN packets and forwards them through the outbound interface.
217. As shown in Figure 13-18, Leaf 2 receives VXLAN packets from Leaf 1 in DC A and determines the validity of these packets based on the destination UDP port, source and destination IP address, and VNI. Leaf 2 then decapsulates the packets based on their VNI or Layer 2 broadcast domain to obtain the Layer 2 packets inside them. Leaf 2 searches the MAC address table of the corresponding Layer 2 broadcast domain for the destination MAC address contained inside these packets and obtains the appropriate outbound interface and VLAN encapsulation information for them. Finally, Leaf 2 encapsulates the VLAN packets using the VLAN information obtained and sends them through the outbound interface NVE2.
Figure 13-18 Forwarding data packets within a subnet (1)
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218. As shown in Figure 13-18, DCI-VTEP 1 receives VLAN packets and obtains the corresponding Layer 2 broadcast domain from the VLAN information in the packets and the port that they access. DCI-VTEP 1 determines the outbound interface and encapsulation information for that broadcast domain, and accordingly encapsulates the packets into VXLAN packets and forwards them through the outbound interface.
219. As shown in Figure 13-19, DCI-VTEP2 receives these VXLAN packets and determines their validity based on the destination UDP port, source and destination IP address, and VNI. DCI-VTEP2 then decapsulates the packets based on the Layer 2 broadcast domain obtained based on the VNI. After obtaining the Layer 2 packets inside these VXLAN packets, DCI-VTEP2 searches the MAC address table of the corresponding Layer 2 broadcast domain for the destination MAC address contained inside these packets and obtains the appropriate outbound interface and VLAN encapsulation information for them. Finally, DCI-VTEP2 encapsulates the VLAN packets using the VLAN information obtained and sends them through the outbound interface NVE4.
Figure 13-19 Forwarding data packets within a subnet (2)
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220. As shown in Figure 13-19, Leaf 3 receives VLAN packets and obtains the corresponding Layer 2 broadcast domain from the VLAN information in the packets and their inbound interface. Leaf 3 determines the outbound interface and encapsulation information for that broadcast domain, and accordingly encapsulates the packets into VXLAN packets and forwards them through the outbound interface.
221. Leaf 4 receives VXLAN packets and determines their validity based on the destination UDP port, source and destination IP address, and VNI. Leaf 4 then decapsulates the packets based on the Layer 2 broadcast domain obtained based on the VNI. After obtaining the Layer 2 packets inside these VXLAN packets, Leaf 4 searches the local MAC address table for the destination MAC address contained inside these packets and obtains the appropriate outbound interface and encapsulation information for them. Finally, Leaf 4 adds VLAN tags to the packets and forwards them to VMb2 in DC B, which is connected to Leaf 4.
Using Three-Segment VXLAN to Implement DCI
Three-segment VXLAN establishes one VXLAN tunnel segment in each of the two DCs and also establishes one VXLAN tunnel segment between the DCs. As shown in Figure 13-20, BGP EVPN is used to create VXLAN tunnels in distributed gateway mode within both DC A and DC B so that the VMs deployed in each DC can communicate with each other. Leaf 2 and Leaf 3 are the edge devices within the DCs that connect to the backbone network. BGP EVPN is used to configure VXLAN tunnels on Leaf 2 and Leaf 3 so that the VXLAN packets received by one DC can be decapsulated, re-encapsulated, and sent to the peer DC. This process provides end-to-end bearing for inter-DC VXLAN packets and ensures that VMs in different DCs can communicate with each other.
Figure 13-20 Using three-segment VXLAN to implement DCI
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Control Plane
The following describes how three-segment VXLAN tunnels are established.
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The process of advertising routes on Leaf 1 and Leaf 4 is not described in this section. For details, see VXLAN Tunnel Establishment.
222. Leaf 4 learns the IP address of VMb2 in DC B and saves it to the routing table for the L3VPN instance. Leaf 4 then sends a BGP EVPN route to Leaf 3.
223. As shown in Figure 13-21, Leaf 3 receives the BGP EVPN route and obtains the host IP route contained in it. Leaf 3 then establishes a VXLAN tunnel to Leaf 4 according to the process described in VXLAN Tunnel Establishment. It sets the next hop of the route to the VTEP address of Leaf 3, re-encapsulates the route with the Layer 3 VNI of the L3VPN instance, and sets its source MAC address to the MAC address of Leaf 3. Finally, Leaf 4 sends the re-encapsulated BGP EVPN route to Leaf 2.
Figure 13-21 Control plane
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224. Leaf 2 receives the BGP EVPN route and obtains the host IP route contained in it. Leaf 2 then establishes a VXLAN tunnel to Leaf 3 according to the process described in VXLAN Tunnel Establishment. It sets the next hop of the route to the VTEP address of Leaf 2, re-encapsulates the route with the Layer 3 VNI of the L3VPN instance, and sets its source MAC address to the MAC address of Leaf 2. Finally, Leaf 2 sends the re-encapsulated BGP EVPN route to Leaf 1.
225. Leaf 1 receives the BGP EVPN route and establishes a VXLAN tunnel to Leaf 2 according to the process described in VXLAN Tunnel Establishment.
Data Packet Forwarding
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A general overview of the packet forwarding process on Leaf 1 and Leaf 4 is provided as follows. For additional information, see Inter-Subnet Packet Forwarding.
226. Leaf 1 receives Layer 2 packets destined for VMb2 from VMa1 and determines that the destination MAC addresses in these packets are all gateway interface MAC addresses. Leaf 1 terminates the Layer 2 packets and finds the L3VPN instance corresponding to the BDIF interface through which VMa1 accessed the bridge domain. Leaf 1 then searches the L3VPN instance routing table for the VMb2 host route, encapsulates the received packets as VXLAN packets, and sends them to Leaf 2 over the VXLAN tunnel.
227. As shown in Figure 13-22, Leaf 2 receives and parses these VXLAN packets. Leaf 2 finds the L3VPN instance corresponding to the Layer 3 VNI of the packets and then searches the L3VPN instance routing table for the VMb2 host route. Leaf 2 re-encapsulates these VXLAN packets, setting the Layer 3 VNI to that carried in the VMb2 host route sent by Leaf 3 and the external destination MAC address to the MAC address carried in the VMb2 host route sent by Leaf 2. Finally, Leaf 2 sends these packets to Leaf 3.
Figure 13-22 Data packet forwarding
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228. As shown in Figure 13-22, Leaf 3 receives and parses these VXLAN packets. Leaf 3 finds the L3VPN instance corresponding to the Layer 3 VNI of the packets and then searches the L3VPN instance routing table for the VMb2 host route. Leaf 3 re-encapsulates these VXLAN packets, setting the Layer 3 VNI and the external destination MAC address to the Layer 3 VNI and MAC address carried in the VMb2 host route sent by Leaf 4. Finally, Leaf 3 sends these packets to Leaf 4.
229. Leaf 4 receives and parses these VXLAN packets. Leaf 4 finds the L3VPN instance corresponding to the Layer 3 VNI of the packets and then searches the L3VPN instance routing table for the VMb2 host route. Using this routing information, it forwards the packets to VMb2.
13.6  VXLAN Mapping
Background
Figure 13-23 shows the scenario where three-segment VXLAN is deployed to implement Layer 2 interworking between DCs. VXLAN tunnels are configured both within DC A and DC B and between transit leaf nodes in both DCs. To enable communication between VM1 and VM2, implement Layer 2 communication between DC A and DC B. If the VXLAN tunnels within DC A and DC B use the same VXLAN Network Identifier (VNI), this VNI can also be used to establish a VXLAN tunnel between Transit Leaf1 and Transit Leaf2. In practice, however, different DCs have their own VNI spaces. Therefore, the VXLAN tunnels within DC A and DC B tend to use different VNIs. In this case, to establish a VXLAN tunnel between Transit Leaf1 and Transit Leaf2, VXLAN mapping must be implemented to convert VNIs.
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This function is only supported for IPv4 over IPv4 networks but not for other combinations of underlay and overlay networks.
Figure 13-23 Deployment of three-segment VXLAN for Layer 2 interworking
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Benefits
VXLAN mapping offers the following benefits to users:
· Implements Layer 2 interworking between hosts in different DCs.
· Decouples the VNI space of the network within a DC from that of the network between DCs, simplifying network maintenance.
· Isolates network faults within a DC from those between DCs, facilitating fault location.
Principles
VXLAN mapping is implemented similarly to VLAN mapping. Packets that transit leaf nodes send to each other use the same mapping VNI for VXLAN encapsulation.
Control Plane
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The establishment of VXLAN tunnels between leaf nodes is the same as VXLAN tunnel establishment for intra-subnet interworking in common VXLAN scenarios. Therefore, the detailed process is not described here. Regarding the control plane, MAC address learning by a host is described here.
Figure 13-24 Control plane for VXLAN mapping
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 On the network shown in Figure 13-24, for VXLAN mapping, the control plane is implemented as follows:
230. Server Leaf1 learns VM1's MAC address, generates a BGP EVPN route, and sends it to Transit Leaf1. The BGP EVPN route contains the following information:
· Type 2 route: EVPN instance's RD value, VM1's MAC address, and Server Leaf1's local VNI.
· Next hop: Server Leaf1's VTEP IP address.
· Extended community attribute: encapsulated tunnel type (VXLAN).
· ERT: EVPN instance's export RT value.
231. Upon receipt, Transit Leaf1 adds the BGP EVPN route to its local EVPN instance and generates a MAC address entry for VM1 in the EVPN instance-bound BD. Based on the next hop and encapsulated tunnel type, the MAC address entry's outbound interface is iterated to the VXLAN tunnel destined for Server Leaf1. The VNI in VXLAN tunnel encapsulation information is Transit Leaf1's local VNI.
232. Transit Leaf1 re-originates the BGP EVPN route. When modifying VNI information, Transit Leaf1 searches the mapping table for the desired mapping VNI based on the BD ID and local VNI and then changes the re-originated route's VNI to the mapping VNI. The re-originated BGP EVPN route contains the following information:
· Type 2 route: EVPN instance's RD value, VM1's MAC address, and mapping VNI for the local VNI.
· Next hop: Transit Leaf1's VTEP IP address.
· Extended community attribute: encapsulated tunnel type (VXLAN).
· ERT: EVPN instance's export RT value.
233. Upon receipt, Transit Leaf2 adds the re-originated BGP EVPN route to its local EVPN instance and generates a MAC address entry for VM1 in the EVPN instance-bound BD. Based on the next hop and encapsulated tunnel type, the MAC address entry's outbound interface is iterated to the VXLAN tunnel destined for Transit Leaf1. The VNI in VXLAN tunnel encapsulation information is the mapping VNI.
234. Transit Leaf2 re-originates the BGP EVPN route. When modifying VNI information, Transit Leaf2 searches the mapping table for the desired local VNI based on the BD ID and mapping VNI and then changes the re-originated route's VNI to the local VNI. The re-originated BGP EVPN route contains the following information:
· Type 2 route: EVPN instance's RD value, VM1's MAC address, and local VNI for the mapping VNI.
· Next hop: Transit Leaf2's VTEP IP address.
· Extended community attribute: encapsulated tunnel type (VXLAN).
· ERT: EVPN instance's export RT value.
235. Upon receipt, Server Leaf2 adds the re-originated BGP EVPN route to its local EVPN instance and generates a MAC address entry for VM1 in the EVPN instance-bound BD. Based on the next hop and encapsulated tunnel type, the MAC address entry's outbound interface is iterated to the VXLAN tunnel destined for Transit Leaf2. The VNI in VXLAN tunnel encapsulation information is Server Leaf2's local VNI.
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· The preceding process takes MAC address learning by VM1 for example. MAC address learning by VM2 is the same, which is not described here.
· VXLAN tunnels both within DCs and between DCs are established in BGP EVPN mode in the preceding process. If the VXLAN tunnels are established in static mode, MAC addresses are learned during data forwarding. The next-hop VTEP IP address and VNIs (outbound VNI and mapping VNI) in VXLAN tunnel encapsulation information must be manually configured.
Forwarding Plane
Figure 13-25 Known unicast packet forwarding with VXLAN mapping
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 Figure 13-25 shows the mapping VNI scenario where known unicast packets are forwarded. The following example process shows how VM2 sends Layer 2 packets to VM1:
236. After receiving a Layer 2 packet from VM2 through a BD Layer 2 sub-interface, Server Leaf2 searches the BD's MAC address table based on the destination MAC address for the VXLAN tunnel's outbound interface and obtains VXLAN tunnel encapsulation information (local VNI, destination VTEP IP address, and source VTEP IP address). Based on the obtained information, the Layer 2 packet is encapsulated through the VXLAN tunnel and then forwarded to Transit Leaf2.
237. Upon receipt, Transit Leaf2 decapsulates the VXLAN packet, finds the target BD based on the VNI, searches the BD's MAC address table based on the destination MAC address for the VXLAN tunnel's outbound interface, and obtains the VXLAN tunnel encapsulation information (mapping VNI, destination VTEP IP address, and source VTEP IP address). Based on the obtained information, the Layer 2 packet is encapsulated through the VXLAN tunnel and then forwarded to Transit Leaf1.
238. Upon receipt, Transit Leaf1 decapsulates the VXLAN packet, finds the target BD based on the VNI, searches the BD's MAC address table based on the destination MAC address for the VXLAN tunnel's outbound interface, and obtains the VXLAN tunnel encapsulation information (local VNI, destination VTEP IP address, and source VTEP IP address). Based on the obtained information, the Layer 2 packet is encapsulated through the VXLAN tunnel and then forwarded to Server Leaf1.
239. Upon receipt, Server Leaf1 decapsulates the VXLAN packet and forwards it at Layer 2 to VM1.
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In the scenario with three-segment VXLAN for Layer 2 interworking, BUM packet forwarding is the same as that in the common VXLAN scenario except that the split horizon group is used to prevent loops. The similarities are not described here.
· After receiving BUM packets from a Server Leaf node in the same DC, a Transit Leaf node obtains the split horizon group to which the source VTEP belongs. Because all nodes in the same DC belong to the default split horizon group, BUM packets will not be replicated to other Server Leaf nodes within the DC. Because the peer Transit Leaf node belongs to a different split horizon group, BUM packets will be replicated to the peer Transit Leaf node.
· Upon receipt, the peer Transit Leaf node obtains the split horizon group to which the source VTEP belongs. Because the Transit Leaf nodes at both ends belong to the same split horizon group, BUM packets will not be replicated to the peer Transit Leaf node. Because the Server Leaf nodes within the DC belong to a different split horizon group, BUM packets will be replicated to them.
13.7  VRRP over VXLAN
Background
To improve reliability of ever-growing services, some enterprises require DCs to be deployed in different regions and multi-active gateways to be deployed in each DC (The following description uses active-active gateways as an example). If one DC fails to work, the backup DC takes over services, thereby improving DC reliability. To implement the master/backup gateway function in different DCs that have VXLAN deployed, deploy VRRP over VXLAN.
VRRP over VXLAN is implemented by deploying VRRP on the VBDIF interfaces of gateways and using the VXLAN tunnel between DCs to transmit VRRP Advertisement packets, thereby completing master/backup negotiation to determine the master/backup gateway status of the two DCs.
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This function is only supported for IPv4 over IPv4 networks but not for other combinations of underlay and overlay networks.
Usage Scenario
VRRP over VXLAN applies to the following scenarios:
· The DCs both run VXLAN (as shown in Figure 13-26).
· The DCs run VXLAN and VLAN, respectively (as shown in Figure 13-27).
Figure 13-26 Inter-DC master and backup gateways on different VXLAN networks
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Figure 13-27 Inter-DC master and backup gateways on VXLAN and VLAN networks, respectively
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One DC is deployed on a VXLAN network, and the other DC is deployed on a VLAN network, as shown in Figure 13-27. If the VXLAN proxy is directly connected to L3GW3 and L3GW4 rather than device 2, a loop may occur on the VLAN network. For example, if a packet enters DC2 from the VXLAN proxy device, a forwarding loop (VXLAN proxy->L3GW3–>Device2–>L3GW4–>VXLAN proxy) may occur because the packet is broadcast on the VLAN network. In this case, a loop prevention protocol needs to be deployed on the VLAN network, which increases configuration complexity. Therefore, the networking shown in Figure 13-27 is recommended for the scenario where one DC is deployed on a VXLAN network and the other DC is deployed on a VLAN network.
Principles
VRRP master/backup negotiation
240. VBDIF interfaces are configured on gateways (or on a VXLAN proxy), and the same VRRP IDs and virtual IP addresses are configured for the gateways.
241. VRRP Advertisement packets are encapsulated and transmitted by a gateway in one DC to a gateway (or the VXLAN proxy) in the other DC through the inter-DC VXLAN tunnel.
242. The gateway (or the VXLAN proxy) in the other DCs decapsulates the VRRP Advertisement packets, transmits the packets to VBDIF interface, and compares the VRRP priority carried in the packets with its own VRRP priority to negotiate the master/backup status. 
Gateways in the same VXLAN DC support VXLAN split horizon and therefore do not allow VRRP negotiation. As such, multi-active gateways are implemented in the DC, and VRRP master/backup negotiation is performed only on inter-DC gateways. When one gateway in a DC receives a VRRP packet, the gateway synchronizes the VRRP packet to the other active gateway in the same DC through a distributed file system (DFS) to ensure that the dual-active gateways have the same VRRP status.
Gateways in a VLAN network can have services deployed only in a traditional way, such as in the VLANIF+VRRP+MSTP way. Therefore, these gateways will negotiate VRRP master/backup status, instead of being active-active.
Data traffic forwarding
Two types of service traffic are available:
· Layer 2 traffic for intra-subnet communication between hosts. This traffic is forwarded at Layer 2, without involving VRRP. In the networking diagram shown in Figure 13-26 where two different VXLAN networks are configured, traffic between the hosts in the same network segment is forwarded through the VXLAN tunnel between Device1 and Device2. In the networking diagram shown in Figure 13-27 where one VXLAN and one VLAN networks are configured, traffic between the hosts in the same network segment is forwarded through the VXLAN tunnel between Device1 and VXLAN proxy and is then forwarded to the VLAN network by the VXLAN proxy at Layer 2. 
· Layer 3 traffic for inter-subnet communication between hosts or VXLAN access of hosts. The following example shows the forwarding process for north-south traffic. The forwarding process for east-west traffic is similar, except that the routes on L3GWs are pointing to different next hops.
If two VXLAN networks are deployed and the VRRP status of DC1 is master, the forwarding process for north-south traffic is as follows:
a. After a host in DC1 learns the VRRP virtual MAC address using ARP, it sends service packets with the destination MAC address being the VRRP virtual MAC address.
b. After Device1 receives the service packets, it searches the local MAC address table and finds that the outbound interface of the service packets is a VXLAN tunnel. Device1 then encapsulates the service packets into VXLAN packets and sends the VXLAN packets to the destination L3GW through the VXLAN tunnel.
c. Upon receipt, the L3GW decapsulates the VXLAN packets and sends the service packets to its BDIF interface. The BDIF interface obtains the next hop address and outbound interface based on the destination MAC address (VRRP virtual MAC address) of the packets and forwards the service packets to the network side.
d. Network-to-user traffic is transmitted over routes. To ensure that network-to-user traffic also travels through DC1, the costs of direct routes can be changed. For example, set a larger route cost for DC2 whose VRRP status is backup so that the route to DC1 will be preferred.
If one network is a VXLAN network and the other network is a VLAN network, traffic entering DC2 will be forwarded based on the VLAN. 
Fault-triggered protection switching
The fault processing process varies by fault type:
· Master DC failure
Because active-active L3GWs are deployed in the master DC, if a single L3GW fails, the other L3GW takes over, without involving DC protection switching. If both L3GWs in the master DC fail, the backup DC must be able to detect the failure and take over as the master DC. Inter-DC protection switching can be implemented as follows:
· VRRP timeout: After the Master_Down timer of DC1 expires, DC2 becomes the master.
· VRRP Increase mode: DC2 tracks the routes to DC1's VTEP address in Increase mode. If both L3GWs in DC1 fail, DC2 detects the route unreachability and considers DC1 failed. DC2 then increases its VRRP priority to allow it to become the master and forward traffic. 
After DC1 recovers, user traffic is either switched back after a delay or not switched back, depending on the switching policy.
· Upstream link failure
If the link between an L3GW and the network side fails, the master DC can receive service traffic but cannot forward it. Therefore, VRRP must be able to detect the upstream link failure and perform traffic switching. To achieve this, configure VRRP to monitor network-side routes. If network-side routes become unreachable, the VRRP priority of one DC is lowered to allow the other DC to become the master and forward traffic.
If multi-active gateways are deployed and VRRP is deployed to monitor the network-side routes, route unreachability must be simultaneously detected by all the gateways in the DC; otherwise, VRRP status becomes incorrect. To allow all the active gateways receive identical packets, DFS must be deployed on these gateways in the same DC to complete packet replication.
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In DCs that both have VXLAN deployed, if the gateways in one DC fail, the host traffic will be forwarded to a new master gateway through a VXLAN tunnel between Device and the gateway in the other DC.
Benefits
VRRP over VXLAN enhances DC reliability, ensuring inter-DC service continuity.
13.8  BFD for VXLAN
BFD for VXLAN improves network reliability by deploying BFD sessions for VXLAN tunnels. If the primary VXLAN tunnel fails, BFD allows the network to quickly detect this failure and switch traffic to the backup tunnel for subsequent forwarding.
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This function is supported for IPv4 over IPv4 and IPv6 over IPv4 networks but not for IPv4 over IPv6 or IPv6 over IPv6 networks.
Usage Scenario
To use BFD to monitor VXLAN tunnel connectivity for VXLAN tunnel protection switching, create a BFD for VXLAN session on a VXLAN gateway.
On the network shown in Figure 13-28, when VXLAN gateways need to communicate with VMware devices, BFD for VXLAN must be deployed. If VMware devices are not deployed, to allow VM3 to forward unicast service traffic to VM1 and VM2, Device3 directly forwards the traffic to Device1 connected to VM1 and to Device2 connected to VM2. For BUM traffic, Device3 uses an ingress replication list to replicate traffic and sends one copy to Device1 and Device2. If there is a great number of VMs, ingress replication wastes a lot of resources. To reduce the network pressure, VMware uses replicators to centrally replicate BUM traffic. Each VTEP encapsulates BUM packets to the replicator VXLAN tunnel and sends BUM packets only to the replicator. The replicator then sends BUM packets to other VTEPs except for the source VTEPs. To improve network reliability, multiple replicators can be deployed in a cluster. 
Figure 13-28 BFD for VXLAN
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Principles
Figure 13-29 shows the format of a BFD for VXLAN packet.
Figure 13-29 Format of a BFD for VXLAN packet
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On a network with BFD for VXLAN deployed, packets are forwarded as follows:
· Each VTEP establishes a VXLAN tunnel with each replicator. These VLXAN tunnels back up each other. BUM packets are forwarded only through one VXLAN tunnel. The replicator that receives BUM traffic replicates the traffic and forwards one copy to other replicators. 
· BFD for VXLAN sessions are deployed between a VXLAN gateway and the replicator cluster to monitor VXLAN tunnel connectivity. If one tunnel fails, traffic is automatically switched to a backup tunnel for forwarding.
The following example assumes that two VXLAN tunnels exist in the VXLAN centralized replication list on Device3 and describes how BFD for VXLAN works.
243. The destination VTEPs of the two VXLAN tunnels are Replicator1 and Replicator2, respectively. The tunnel between Device3 and Replicator1 is the primary VXLAN tunnel.
244. Device3 forwards BUM traffic from VM3 to the primary VXLAN tunnel.
245. BFD for VXLAN monitors the primary VXLAN tunnel.
246. If the primary tunnel fails, Device3 detects this failure through BFD and quickly switches traffic to its backup VXLAN tunnel between Device3 and Replicator2, ensuring reliable traffic forwarding.
13.9  VXLAN QoS
VXLAN quality of service (QoS) provides differentiated service in VXLAN applications. A device implements mapping between QoS priorities in original packets, internal priorities (local precedence assigned by the device to differentiate service classes of packets), and priorities of encapsulated packets. In this way, packets are processed differently based on internal priorities.
Figure 13-30 VXLAN QoS networking
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On the network shown in Figure 13-30, VXLAN QoS implements mapping between QoS priorities in original packets, internal priorities, and priorities of encapsulated packets according to the following process:
247. An original packet arrives at a Layer 2 sub-interface on Switch_1. Switch_1 maps the 802.1p priority of the original packet to the internal priority (PHB and color) based on the DiffServ profile bound to the specified BD of the sub-interface or bound to the sub-interface, and then sends the packet to the specified queue.
248. Before the packet enters the VXLAN tunnel from Switch_1, Switch_1 encapsulates the packet with a VXLAN header, UDP header, IP header, and Ethernet header. It then maps the packet's internal priority to the 802.1p priority or differentiated services code point (DSCP) priority based on the default profile in the DiffServ domain. The packet is then transmitted over the VXLAN tunnel based on the 802.1p priority or DSCP priority.
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The CE12800E performs the mapping based on the user-defined DiffServ profile.
249. When the packet leaves the tunnel, its 802.1p priority or DSCP priority (only the DSCP priority is trusted when an Ethernet interface works in Layer 3 mode) is mapped to the internal priority based on the default profile in the DiffServ domain. The packet then enters the queue matching the internal priority.
250. Finally, the internal priority is mapped to the 802.1p priority based on the profile in the DiffServ domain bound to the specified VLAN on the sub-interface. The packet is transmitted through the outbound interface based on the 802.1p priority.
For details, see Applying the DiffServ Domain.
13.10  VXLAN Ping/Tracert
VXLAN ping/tracert facilitates VXLAN tunnel fault locating because it can test the connectivity, packet loss, and delay on links between devices on VXLANs.
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Tracert cannot be used to check the IPv6 VXLAN tunnel.
The CE12800E does not support the IPv6 VXLAN tunnel check using ping.
VXLAN Ping
The following describes the VXLAN ping test process using static IPv4 VXLAN tunnel configuration as an example. 
A VXLAN tunnel is specified by a pair of VXLAN Tunnel Endpoint (VTEP) IP addresses. A static VXLAN tunnel can go Up after the VXLAN Network Identifiers (VNIs), IP addresses, and ingress replication lists are configured for the local and remote VTEPs, and there is a reachable Layer 3 routes between the two VTEPs.
On the network shown in Figure 13-31, Server 1 is deployed for Device 1, and Server 2 is deployed for Device 3. To enable communication between VMs on Server 1 and Server 2, configure VNIs and VTEP IP addresses to create a static VXLAN tunnel between Device 1 and Device 3. Device 2 is a forwarding device on the IP network.
Figure 13-31 VXLAN networking diagram
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Initiate a VNI-based VXLAN ping test on Device 1 and terminate the ping test on Device 3, as shown in Figure 13-31.
251. You can initiate a ping test on Device 1 by specifying:
· VNIs, source VTEP IP address, and peer VTEP IP address.
· VNIs, source VTEP IP address, peer IP address, and VXLAN source port number.
· VNIs, source VTEP IP address, peer IP address, and 7-tuple information.
252. After receiving a ping request packet, Device 3 forwards the packet to the corresponding host based on the inner MAC address. Upon receipt of the packet, the host verifies VNI information and returns a VXLAN reply packet.
253. Device 1 receives the VXLAN reply packet from Device 3. The ping test is complete.
VXLAN Tracert
Initiate a VNI-based VXLAN tracert test on Device 1 and terminate the tracert test on Device 3 using static VXLAN IPv4 tunnel configuration as an example, as shown in Figure 13-31.
254. You can initiate a tracert test on Device 1 by specifying:
· VNIs, source VTEP IP address, and peer VTEP IP address.
· VNIs, source VTEP IP address, peer IP address, and VXLAN source port number.
· VNIs, source VTEP IP address, peer IP address, and 7-tuple information.
255. After receiving a TTL timeout packet, Device 2 replies with an ICMP error packet.
256. After receiving the ICMP error packet from Device 2, Device 1 adds the TTL value by 1 and continues to send tracert test packets.
257. After receiving a tracert request packet, Device 3 forwards the packet to the corresponding host based on the inner MAC address. Upon receipt of the packet, the host verifies VNI information and returns a VXLAN reply packet.
258. Device 1 receives the VXLAN reply packet from Device 3. The tracert test is complete.
14  Applications
About This Chapter
This section describes VXLAN applications.
14.1  Application for Communication Between End Users on a VXLAN
14.2  Application for Communication Between End Users on a VXLAN and Legacy Network
14.3  Application in VM Migration Scenarios
14.4  Applications of Using VXLAN to Implement DCI
14.5  Application of VRRP over VXLAN in Inter-DC Master/Backup Gateway Scenarios Where Two VLXAN Networks Connect
14.6  Application of VRRP over VXLAN in Inter-DC Master/Backup Gateway Scenarios Where a VLXAN Network Connects to a VLAN Network
14.7  Application of VRRP for Determining the Master/Backup Gateway Status for Firewalls
14.1  Application for Communication Between End Users on a VXLAN
Service Description
Currently, data centers are expanding on a large scale for enterprises and carriers, with increasing deployment of virtualization and cloud computing. In addition, to accommodate more services while reducing maintenance costs, data centers are employing large Layer 2 and virtualization technologies.
As server virtualization is implemented in the physical network infrastructure for data centers, VXLAN, an NVO3 technology, has adapted to the trend by providing virtualization solutions for data centers.
Networking Description
On the network shown in Figure 14-1, an enterprise has VMs deployed in different data centers. Different network segments run different services. The VMs running the same service or different services in different data centers need to communicate with each other. For example, VMs of the financial department residing on the same network segment need to communicate, and VMs of the financial and engineering departments residing on different network segments also need to communicate.
Either IPv4 or IPv6 addresses can be configured for VMs. This means that a VXLAN overlay network can be an IPv4 or IPv6 network. Figure 14-1 shows an IPv4 overlay network.
Figure 14-1 Communication between end users on a VXLAN
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Feature Deployment
As shown in Figure 14-1:
· Deploy Device 1 and Device 2 as Layer 2 VXLAN gateways and establish a VXLAN tunnel between Device 1 and Device 2 to allow communication between end users on the same network segment.
· Deploy Device 3 as a Layer 3 VXLAN gateway and establish a VXLAN tunnel between Device 1 and Device 3 and between Device 2 and Device 3 to allow communication between end users on different network segments.
Configure VXLAN on devices to trigger VXLAN tunnel establishment and dynamic learning of ARP or ND entries and MAC address entries. By now, end users on the same network segment and different network segments can communicate through the Layer 2 and Layer 3 VXLAN gateways based on ARP or ND entries and routing entries.
14.2  Application for Communication Between End Users on a VXLAN and Legacy Network
Service Description
Currently, data centers are expanding on a large scale for enterprises and carriers, with increasing deployment of virtualization and cloud computing. In addition, to accommodate more services while reducing maintenance costs, data centers are employing large Layer 2 and virtualization technologies.
As server virtualization is implemented in the physical network infrastructure for data centers, VXLAN, an NVO3 technology, has adapted to the trend by providing virtualization solutions for data centers, allowing intra-VXLAN communication and communication between VXLANs and legacy networks.
Networking Description
On the network shown in Figure 14-2, an enterprise has VMs deployed for the finance and engineering departments and a legacy network for the human resource department. The finance and engineering departments need to communicate with the human resource department. 
On a legacy STP network, either VLAN or Layer 2 sub-interfaces can be used for VXLAN access. If Layer 2 sub-interfaces are used for VXLAN access, they must inherit the blocked/forwarding status of the interface for which the Layer 2 sub-interfaces are configured to prevent loops.
Either IPv4 or IPv6 addresses can be configured for VMs and hosts. This means that a VXLAN overlay network can be an IPv4 or IPv6 network. Figure 14-2 shows an IPv4 overlay network.
Figure 14-2 Communication between end users on a VXLAN and legacy network
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Feature Deployment
As shown in Figure 14-2:
Deploy Device 1 and Device 2 as Layer 2 VXLAN gateways and Device 3 as a Layer 3 VXLAN gateway. The VXLAN gateways are VXLANs' edge devices connecting to legacy networks and are responsible for VXLAN encapsulation and decapsulation. Establish a VXLAN tunnel between Device 1 and Device 3 and between Device 2 and Device 3 for VXLAN packet transmission.
When the human resource department sends a packet to VM1 of the financial department, the process is as follows:
259. Device 1 receives the packet and encapsulates it into a VXLAN packet before sending it to Device 3.
260. Upon receipt, Device 3 decapsulates the VXLAN packet and removes the Ethernet header in the inner packet, parses the destination IP address, and searches the routing table for a next hop address. Then, Device 3 searches the ARP table based on the next hop address to determine the destination MAC address, VXLAN tunnel's outbound interface, and VNI.
261. Device 3 encapsulates the VXLAN tunnel's outbound interface and VNI into the packet and sends the VXLAN packet to Device 2.
262. Upon receipt, Device 2 decapsulates the VXLAN packet, finds the outbound interface based on the destination MAC address, and forwards the packet to VM1.
14.3  Application in VM Migration Scenarios
Service Description
Enterprises on data center networks deploy server virtualization to implement IT resource integration, improve resource usage, and reduce network costs. With the wider deployment of server virtualization, more VMs are running in physical servers, and more applications are running in virtualization environments, bringing challenges to virtual networks.
Networking Description
On the network shown in Figure 14-3, the enterprise has two clusters in the data center: engineering and financial departments in Server1 and the marketing department in Server2.
The computation space on Server1 is inadequate, whereas that on Server2 is not fully utilized. The network administrator wants to migrate the engineering department to Server2 without affecting services.
Either IPv4 or IPv6 addresses can be configured for VMs. This means that a VXLAN overlay network can be an IPv4 or IPv6 network. Figure 14-3 shows an IPv4 overlay network.
Figure 14-3 Enterprise distribution networking
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Feature Deployment
To ensure that services are not interrupted during the migration of the engineering department, the IP and MAC addresses of the engineering department must remain unchanged. This requires that the two Servers belong to the same Layer 2 network. Conventional methods would require additional physical devices for traffic distribution and may also result in network loops and additional system and management costs.
A network virtualization technique that uses MAC-in-UDP encapsulation, VXLAN can be used to migrate the engineering department to Server 2. All end users who are reachable at Layer 3 can construct a large Layer 2 network as long as the physical network supports IP forwarding.
The migration process for the engineering department on IPv4 overlay networks is as follows:
263. Migrate the engineering department from Server 1 to Server 2.
264. After migration, VMs of the engineering department send gratuitous ARP or RARP packets to notify Device 2 and other devices of the migration event.
265. Device 1 receives the packets and replaces existing MAC address and ARP tables with new MAC address and ARP tables of the post-migrated VMs.
VXLAN allows the engineering department to migrate, without making the network aware of it. After the engineering department is migrated from Cluster 1 to Cluster 2, tenants send gratuitous ARP or RARP packets. The MAC address and ARP tables of pre-migrated VMs saved on gateways are replaced by new MAC address and ARP tables of post-migrated VMs.
The migration process for the engineering department on IPv6 overlay networks is as follows:
266. Migrate the engineering department from Server 1 to Server 2.
267. After migration, the VMs of the engineering department send unsolicited NA packets to notify Device 2 and other devices of the migration event.
268. Upon receipt of the unsolicited NA packets, Device 2 learns the MAC addresses and ND entries of the post-migrated VMs.
269. Device 1 detects outbound interface changes in the ND entries, initiates ND aging detection, and deletes the MAC addresses and ARP entries of the pre-migrated VMs.
14.4  Applications of Using VXLAN to Implement DCI
Description
To meet the requirements of geographical redundancy, inter-regional operations, and user access, an increasing number of enterprises are deploying data centers (DCs) across multiple regions.Data Center Interconnect (DCI) is a solution that enables intercommunication between the VMs of multiple DCs. Using technologies such as VXLAN and BGP EVPN, DCI securely and reliably transmits DC packets over carrier networks. With DCI, intercommunication between the VMs of multiple DCs is possible regardless of whether these VMs reside on the same VLAN.
End-to-End VXLAN
Networking Description
As shown in Figure 14-4, BGP EVPN transmits MAC or host routing information between Leaf 1 in DC A and Leaf 4 in DC B. The next hop of the MAC or host route is not modified during transmission. This process establishes an end-to-end tunnel between the VTEPs on Leaf 1 and Leaf 4.
Figure 14-4 Application of using end-to-end VXLAN to implement DCI
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Deployment Requirements
· Configure BGP EVPN on Leaf 1 and Leaf 2 in DC A and establish an IBGP peer relationship between them. Configure BGP EVPN on Leaf 3 and Leaf 4 in DC B and establish an IBGP peer relationship between them too.
· Configure Leaf 2 and Leaf 3, which are deployed on DC network edge, to advertise routes to EBGP peers without changing the next hops of the routes.
· Configure BGP EVPN on Leaf 1 in DC A and Leaf 4 in DC B to establish an end-to-end VXLAN tunnel.
VLAN Hand-off
Networking Description
As shown in Figure 14-5, BGP EVPN is configured to establish VXLAN tunnels in both DC A and DC B so that the VMs deployed in each DC can communicate with each other. Through layer 2 sub-interface, Leaf 2 accesses DCI-VTEP 1 and Leaf 3 accesses DCI-VTEP2. EVPN is configured to establish a VXLAN tunnel between DCI-VTEP 1 and DCI-VTEP2 so that the VMs can communicate across DCs. Leaf 2 and Leaf 3 decapsulate the VXLAN packets they receive from DCs and send them to a DCI-VTEP. The DCI-VTEP receives these packets, re-encapsulates them into VXLAN packets, and then sends them to the peer DCI-VTEP. This process allows VXLAN tunnels to provide end-to-end bearing for inter-DC packets and ensures that the VMs in different DCs can communicate with each other.
Figure 14-5 Application of using VLAN hand-off to implement DCI
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Deployment Requirements
· Configure BGP EVPN on Leaf 1 and Leaf 2 in DC A to establish a VXLAN tunnel between them. Configure BGP EVPN on Leaf 3 and Leaf 4 in DC B to establish a VXLAN tunnel between them. Then, configure EVPN to create a VXLAN tunnel between the DCI-VTEPs.
· Configure VXLAN on Leaf 2 and Leaf 3, which are deployed on DC network edge, so that they can access the DCI-VTEPs through VLAN.
· Configure VXLAN on the DCI-VTEPs so that they can access Leaf 2 and Leaf 3 through VLAN.
Three-Segment VXLAN
Networking Description
Three-segment VXLAN establishes one VXLAN tunnel segment in each of the two DCs and also establishes one VXLAN tunnel segment between the DCs. As shown in Figure 14-6, BGP EVPN is used to create VXLAN tunnels in distributed gateway mode within both DC A and DC B so that the VMs deployed in each DC can communicate with each other. Leaf 2 and Leaf 3 are the edge devices within the DCs that connect to the backbone network. BGP EVPN is used to configure VXLAN tunnels on Leaf 2 and Leaf 3 so that the VXLAN packets received by one DC can be decapsulated, re-encapsulated, and sent to the peer DC. This process provides end-to-end bearing for inter-DC VXLAN packets and ensures that VMs in different DCs can communicate with each other.
Figure 14-6 Application of using three-segment VXLAN to implement DCI
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Deployment Requirements
· Configure EVPN on Leaf 1 and Leaf 2 in DC A to establish a distributed VXLAN tunnel between them. Configure EVPN on Leaf 3 and Leaf 4 in DC B to establish a distributed VXLAN tunnel between them.
· Configure EVPN on Leaf 2 and Leaf 3 to establish a VXLAN tunnel between them.
· On Leaf 2 and Leaf 3, configure route regeneration for the EVPN address family.
14.5  Application of VRRP over VXLAN in Inter-DC Master/Backup Gateway Scenarios Where Two VLXAN Networks Connect
Service Description
To improve reliability of ever-growing services, some enterprises require DCs that have VXLAN configured to be deployed in different regions and multi-active gateways to be deployed in each DC. If one DC fails to work, the backup DC takes over services, thereby improving DC reliability. 
Networking Description
On the network shown in Figure 14-7, two separate DCs are deployed. VXLAN tunnels are deployed between gateways and the access device in each DC, between gateways in different DCs, and between the access devices and gateways in the other DC. A dynamic frequency selection (DFS) group is deployed on gateways in each DC to perform packet replication. It is required that the master/backup gateway status of the two DCs be determined using VRRP. 
Figure 14-7 Inter-DC master and backup gateways on different VXLAN networks
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Feature Deployment
To implement the inter-DC master/backup gateway function, perform the following operations:
270. Establish a VXLAN tunnel between L3GWs in different DCs, and configure a VNI and bind it to a BD.
271. Establish a VXLAN tunnel between each access device (Device) and each L3GW in each DC, and configure a VNI and bind it to a BD.
272. Create a VBDIF interface on each L3GW and configure VRRP for master/backup gateway negotiation.
273. Deploy a DFS group on the two L3GWs in each DC for packet replication, allowing active-active gateway implementation.
274. Configure Layer 2 sub-interfaces on Device in each DC for host access.
275. (Optional) Perform either of the following configurations to prevent packet loss during traffic switchback after the master devices recover.
· After VRRP status becomes stable, configure the two master VRRP devices to advertise VTEP routes after a delay that is longer than the time taken by VRRP-becoming-master. If the two master devices need to be restarted due to failures, manually power off one master device and do not restore it until the other master device recovers.
· Configure a VTEP direct route on the loopback interfaces of the two master VRRP devices and associate the direct route with the VRRP status, so that the cost of the direct route can be adjusted according to the VRRP status. Specifically, if VRRP is not in the Master state, the cost increases, and the route priority decreases. Configure a dynamic routing protocol to import the direct route, to ensure that the VRRP status affects route selection of the dynamic routing protocol and traffic is imported to the recovery link only after VRRP status becomes Master. In addition, enable the backup VRRP devices to forward service traffic through VBDIF interfaces. If multiple VRRP backup groups need to be configured, configure the VRRP backup group that is associated with the loopback interface route as the mVRRP backup group and the rest as service VRRP backup groups, and bind the service VRRP backup groups to the mVRRP backup group. 
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The two L3GWs in each DC must have the same VTEP address, virtual IP address, and VRRP priority; otherwise, the VRRP status on the gateways of the other DC will flap.
After the configurations are complete, VRRP master/backup negotiation and network traffic forwarding are performed as follows:
· VRRP master/backup negotiation: The VBDIF interfaces on the two L3GWs in DC1 send VRRP Advertisement packets through a VXLAN tunnel to DC2. Upon receipt, DC2 sends the VRRP Advertisement packets to both L3GW3 and L3GW4. If L3GW3 and L3GW4 find that the VRRP priority of DC1 is higher, they change their VRRP status to backup. If L3GW3 and L3GW4 find that the VRRP priority of DC1 is lower, they change their VRRP status to master. 
· Intra-subnet host traffic forwarding: Host traffic in the same network segment is forwarded at Layer 2 through the VXLAN tunnel between the two access devices in different DCs. 
· Inter-subnet host traffic forwarding: can be classified as host-to-host traffic forwarding or host-to-a network outside the DC traffic forwarding. The following example shows the forwarding process for host-to-VXLAN network traffic. After a service packet enters an access device in a DC, the device forwards the packet to an L3GW through a VXLAN tunnel. The L3GW performs VXLAN decapsulation and obtains the next-hop address and outbound interface after querying the route to the destination IP address carried in the decapsulated packet. The L3GW then sends the packet to the network side.
14.6  Application of VRRP over VXLAN in Inter-DC Master/Backup Gateway Scenarios Where a VLXAN Network Connects to a VLAN Network
Service Description
To improve reliability of ever-growing services, some enterprises require DCs to be deployed in different regions. If one DC has a VLAN network deployed whereas the other DC has a VXLAN network deployed, VRRP over VXLAN can still be deployed to implement the master/backup gateway function for the DCs, so that if one DC fails to work, the backup DC takes over services. In addition, multi-active gateways can be deployed in the VXLAN DC to improve DC reliability.  
Networking Description
On the network shown in Figure 14-8, two separate DCs are deployed. DC1 is a VXLAN network, and DC2 is a VLAN network. VXLAN tunnels are deployed between gateways and Device1 in DC1, between DC1 gateways and the DC2 VXLAN proxy, and between DC1 Device1 and the DC2 VXLAN proxy. A dynamic frequency selection (DFS) group is deployed on gateways in DC1 to perform packet replication. It is required that the master/backup gateway status of the two DCs be determined using VRRP. 
Figure 14-8 Inter-DC master and backup gateways on VXLAN and VLAN networks, respectively
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Feature Deployment
To implement the inter-DC master/backup gateway function, perform the following operations:
276. Establish a VXLAN tunnel between each L3GW and Device1 in DC1.
277. Deploy a DFS group on the two L3GWs in DC1 for packet replication, allowing active-active gateway implementation.
278. Configure Layer 2 sub-interfaces on Device1 in DC1 for host traffic access.
279. Establish VXLAN tunnels between the DC2 edge device VXLAN proxy and DC1 L3GWs and between the VXLAN proxy and DC1 Device1. 
280. Create VLANIF interfaces and configure VRRP on L3GWs in DC2.
281. Configure a VLAN on Device2 for host traffic access.
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The two L3GWs in DC1 must have the same VTEP address, virtual IP address, and VRRP priority; otherwise, the VRRP status on the gateways of the other DC will flap.
After the configurations are complete, VRRP master/backup negotiation and network traffic forwarding are performed as follows:
· VRRP master/backup negotiation: After a VRRP Advertisment packet in DC1 arrives at the VXLAN proxy in DC2, the VXLAN proxy performs a VXLAN-to-VLAN conversion and broadcasts the Advertisment packet in the VLAN. The gateways in DC2 receive the packet and perform VRRP master/backup negotiation. If the VRRP priority in the packet is higher than the VRRP priority of the gateways in DC2, the gateways in DC2 switch their VRRP status to backup. 
· Intra-subnet host traffic forwarding: Host traffic in the same network segment is forwarded at Layer 2 to the VLAN of DC2 through the VXLAN tunnel between Device1 and VXLAN proxy. 
· Inter-subnet host communication or access from hosts to a network outside the DC
The process of Device1 accesses an extranet outside the DC is described as follows:
· If the VRRP state of the gateway in DC1 is master, L3GW1 and L3GW2 are active-active master gateways, and L3GW3 and L3GW4 in DC2 are backup gateways. The traffic sent by the host to access the extranet reaches Device1 and then is forwarded to L3GW1 or L3GW2 over a VXLAN tunnel. L3GW1 or L3GW2 performs VXLAN decapsulation for the traffic, searches for a matching route based on the destination address in the decapsulated traffic, and forwards the traffic based on the next-hop address and outbound interface of the route to the extranet. 
· If the VRRP state of the gateway in DC2 is master, L3GW1 and L3GW2 in DC1 are backup gateways. The two gateways in DC2 are deployed in the traditional VLAN deployment mode. That is, one device serves as the master device, and the other device serves as the backup device. It is assumed that L3GW3 serves as the master device and L3GW4 serves as the backup device. The traffic sent by the host to access the extranet reaches Device1 and then is forwarded to the VLAN proxy over a VXLAN tunnel. The VLAN proxy performs VXLAN decapsulation for the traffic and forwards the decapsulated traffic based on the MAC address in the traffic on the VLAN network of DC2. After the traffic reaches L3GW3, L3GW3 searches for a matching route based on the destination address in the traffic, and forwards the traffic based on the next-hop address and outbound interface of the route to the extranet. 
14.7  Application of VRRP for Determining the Master/Backup Gateway Status for Firewalls
Service Description
An enterprise requires two firewalls to enhance network reliability and security. VRRP is needed to determine the master/backup status of firewalls so that the backup firewall can immediately take over upon a master firewall failure.
Networking Description
On the network shown in Figure 14-9, XGW1 and XGW2 are connected through a VXLAN tunnel or Layer 2 sub-interfaces. VRRP is deployed between the XGWs to determine the master/backup status of the XGWs and accordingly the master/backup status of the firewalls connecting to the XGWs.
Figure 14-9 VRRP for determining the master/backup gateway status for firewalls
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After user traffic arrives at an XGW, an XGW first checks whether the destination MAC address of received packets is the VRRP virtual MAC address. If it is, the XGW routes the packets at Layer 3. Otherwise, the XGW broadcasts the packets in the BD.
Feature Deployment
To implement the master/backup gateway function for firewalls, perform the following operations:
282. Establish a VXLAN tunnel between XGWs. Alternatively, create a Layer 2 sub-interface on each XGW to connect to the other XGW and add these sub-interfaces to the same BD to allow the XGWs to be connected through a direct link.
283. Create a Layer 2 sub-interface on each XGW to connect to its downstream firewall and add these sub-interfaces to the same BD to allow access of firewalls to XGWs.
284. Configure a VBDIF interface and VRRP on each XGW for the two XGWs to negotiate the master/backup status.
285. Configure the VRRP virtual IP address as the default gateway address of the firewalls, so that the firewalls have a master gateway and a backup gateway.
After the preceding configurations are complete, VRRP Advertisement packets can be transmitted through sub-interfaces for master/backup negotiation, thereby improving network security and reliability.

